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ABSTRACT

Retrieving Danish Genealogical Records on the Semantic Web

Charla Woodbury
Department of Computer Science
Master of Science
With the proliferation of family history information on the web, there are new avenues of research available, and yet many more naïve genealogical researchers are searching online without the benefit of those new avenues of research.  This presentation puts together new tools to give a single engine that will simplify expert research in Danish family history for the naïve user making the complexity of the search less visible while making the program much more machine-intensive.
This solution uses multiple techniques including rule-based decisions like PROLOG to add Danish naming conventions, decision trees to teach the machine to expertly match genealogical records, semantic ontologies, information extraction using the new Web Ontology Language (OWL) to mark up prototype web pages, multiple lexicons for identification and look-up, and relational database tables to extend machine knowledge while making the user interface quite simple.  Additionally back-propagation techniques are used to handle the query appropriately for the OWL mark-ups, and then expand that query when matching records are verified by the user.
Chapter 1
INTRODUCTION

     One of the most popular pursuits on the internet is genealogy or family history research.  The internet is perfect for sharing and collaborating family information and for publishing completed research.  Popular genealogical research sites have some of the highest webpage hit statistics recorded.  Even when the Ellis Island immigration website anticipated a large volume of traffic as it unveiled its new website which included a large database of immigrants into New York City, the system was brought to its knees by enthusiastic family researchers within minutes.  It took more than three months for the improvements needed to be made that would allow the website to stay online.

     However, there are underlying problems in this area of the internet research that have not been addressed.  Most researchers are not well trained in research principles or in the fine art of information retrieval, nor are they aware of the vast amounts of primary data now being made available from the libraries and archives of the world or how to get to them.  Most researchers are overwhelmed with where to start their research, how to determine if the information they find is related to the actual person sought, and how to tell how reliable their information source is.  On top of all of these problems, most search engines retrieve far too much data for the average new researcher to appropriately digest.

     The Kingdom of Denmark has always had a progressive attitude about preserving their excellent historical records and making them available to the public.  For such a small country, it may be surprising to know that the Danish government has maintained a special ‘emigrant’ archive specializing in information about the many Danes that have relocated throughout the world.  Many researchers know little about how to do Danish research and are uninformed about the many kinds of actual primary records that are now available and more easily searchable on the internet.  Rarely do researchers outside of Denmark have the language skills to manage the search well.  Even more daunting to the average researcher is the fact that before 1900 when the government required Danes to adopt more Germanic-type surnames, there were generally only twenty last names used.  This means that the typical surname approach for requesting genealogical information will not work well in Denmark.  The goal of this paper is then to:

1) Design a one-stop web search engine that will access all relevant data based on the user’s search page query while eliminating as many irrelevant pages as possible.  The results will only be as accurate as the query.  A broad search with few identifying attributes will gather a great many records that are often irrelevant just because there was no information in the query to eliminate them.  Where the person names are not unique, more emphasis needs to be placed on the place names and the web of inter-personal relationships between people in order to pinpoint relevant records which is encouraged.
2) Help the naïve researcher find Danish genealogical information with an expert’s knack for research and language skills.
a. Geographical aids
b. Genealogical source help 
c. Genealogical record access integration
d. Language help (Even Danish speakers are not always prepared to deal with the old Danish language, Latin, or the specialized vocabulary of the Church records or probate courts.)
e. Common naming practices
3) Adequately identify one individual from another where identical names are common.  This is not as trivial as it seems.  What we are able to easily do as we read is not as easy to teach a machine to do.  Identifying what is a name in context is very difficult, but then matching individuals by the many name derivatives alone is a major information retrieval hurdle.  Good identification of an individual requires the combinations and well chosen semantic labels for place names, dates, and relatives along with individual names.  For example, when the place name is more specific such as a farm name, the likelihood of removing irrelevant records is much higher than just matching a surname and thus identifying an individual exactly.  This means that the search engine must give existence of a farm name in the query higher precedence in the search.
4) Make the search engine equally viable from an American keyboard as from a Danish keyboard with extra letters.  The solution of having an alternate translated web page has been done successfully, but this is only part of the solution.  Extra non-English letters on the Danish keyboard in the query must be appropriately dealt with by the search engine.  Also alternate spellings with and without those extra letters must handled as being the same.
     With the new developments for the Semantic Web, there is an opportunity to apply these developments to meeting this goal.  The Semantic Web builds on the present Internet with special mark-ups that give semantic meaning to the words in context.   It is anticipated that this will be the next version of the world-wide web.  We will have an Internet that can distinguish between a ‘plant’ that is green vegetation from a ‘plant’ that is a car factory from a ‘plant’ that is a spy in an organization from a ‘plant’ that is the act of putting seed in the ground.
     This kind of semantic evaluation brings new abilities to genealogical research.  This paper will investigate those abilities and put together a solution that exploits the tools of the new Semantic Web – ontologies, information extraction, search agents, and the new Web Ontology Language (OWL).  These tools will be combined with expert algorithms that make applications appear smart in order to give the naïve user the benefit of expert decision-making and choices as the research proceeds.  
     To simulate the Semantic Web in the prototype, the target web pages and documents will be extracted and marked up with the Web Ontology Language (OWL) to give those pages ‘semantic’ labels.  The search will be conducted on those ‘marked-up’ web pages and documents along with irrelevant web pages and documents that have also been ‘marked-up’ with the same ontology.  This allows us to evaluate the accuracy of the search.
     Not only is this a prototype of a specialized search on the ‘Semantic Web’, but it is also a prototype for future work in other countries.  This prototype could be built as an expert-authoring research system for any geographic area of interest.  The underlying engine could be re-used and adjusted for other areas that require expert search guidance.
Chapter 2

THESIS STATEMENT
Building a search engine to do Danish genealogical research that will allow naïve genealogical researchers the ability to easily use expert techniques and top Internet resources can be best accomplished by using the Web Ontology Language (OWL) to mark up prototype web sites in the fashion of the future Semantic Web along with the BYU Ontology builder (ONTOS) with machine learning techniques to handle decision-making in the search queries.
Chapter 3
METHODS

     The target information to be searched are web pages and documents on the Internet in a simulation of the ‘Semantic Web’.  The results will be in the form of ranked URL’s with annotations of specific findings below each URL.  Partly those documents would be pre-identified as excellent primary and secondary sources for doing Danish genealogical research and included in the search depending on the user information given and the associated expert decision tree.  However, the actual search will include more than just the pre-defined documents.

      The solution to the problem then will be three-fold:

1) Pre-identify Danish genealogical websites and pre-label them with the latest Web Ontology Language (OWL) markups for semantic web access.  This pre-identification is used in the prototype to simulate the Semantic Web, but even when the Semantic Web is a reality, the URL lists associated with place names and surnames will be created before the query.  If the URL is already marked up using OWL, but with different labels, then the URL will have a mark-up map associated with the URL showing mark-up label equivalents.
2) Capture the user query using search pages developed specifically for Danish genealogical research.
3) Design a smart search engine that will return relevant information on the individual requested from the best genealogical sources both primary and secondary in a ranked order while eliminating non-relevant information.

PRE-IDENTIFYING DANISH WEB SITES
     Although the engine will not completely depend on the pre-identified primary source pages for Danish genealogical research, the speed and accuracy will be enhanced by this pre-search activity.  
ONTOLOGY BUILDING 
     An ontology with the appropriate Danish-English equivalents will need to be built for identifying and labeling Danish names, places, dates, date types, titles, occupations, and relationships.  Here is a simple genealogical ontology model of just the PERSON attributes.  Notice that each PERSON event such as birth has a corresponding date and location.  This model was built using BYU’s Ontology Builder (ONTOS).  The numbers represent the likelihood of the attribute showing up in every record and the number of times that attribute might be listed in a single record.  The boxes of the model in drill-down fashion contain annotations that describe how to recognize the attribute data in position and format.  Those annotations may include lexicons or look-up dictionaries.

     The ontology is used to find and interpret information semantically.  In this process, it is used to both identify information for the pre-labelling mark-ups as well as retrieving that information for the search.
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Figure 1 Ontology of a PERSON
ONTOLOGY SYNONYMS

     Synonyms would be built for Danish-English equivalents as well as for variant spellings.  For example, one Danish island could be spelled as Mon or Moen (an old form) or Møn in the Danish with additional three letters – å, æ, and ø.  This not only solves language and alternate spelling problems, but it also means that someone using an American keyboard or a Danish keyboard would both be accommodated.  

DETAILED LEXICONS AND DICTIONARIES
Appropriate dictionaries or annotations for each ontological entity are required 
with these special additions for Danish genealogical research:
· Danish given and surname lexicons.  Here is a sample given name lexicon
[image: image2.png]Danish NAME LEXICON

adds synonyms and alternates
- MALE - FEMALE

Anders —And. Ane — Anna — Anne
— Andreas — Birthe — Birte
— Christen —Kristen — Bodil
—  Christian —Kristian — Caroline
—  Erik —Eric — Dorthe — Dorte
— Gregers — Ellen -Helene -Elene
— Hans — Elisabeth —Elsbeth —Lisbeth
— Ib—Jep —Jeppe — Else -lise
— Jacob — Ingeborg
— Jens = Inger
— Johan - Johannes — Joh. - Karen
— Jorgen —Jsrgen - K!rst_en —Chr_iste_n —Kirstine —Christine —
_ Knud Kirstine —Chirstine

— Malene

— Lars - Laurs — Laurids —Lauritz

- Mads -Mats - Mats = Maren




Figure 2 Danish GIVEN NAME lexicon
The list is surprisingly short.  There were many people with the same name often in the very same city.  Many family history researchers do not know how to work around this problem of having so many people with the same name.  It is important to note that gender is implicit in the name.  Only a very few names are the same for both males and females.
Occupation names are needed to identify individuals.  Here is a sample of entries for occupation.  Notice that each occupation has alternate spellings and the English form associated as synonyms.  The occupation names are grouped together for alternate spellings in thesaurus groups.  This list allows the ontology to easily identify occupations in the original webpage records.
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+ OCCUPATION + PLACE NAMES
— Bond -Bonde — Aale -Ale
« - farmer + City - Parish

Gaardmand -Gardmand Aarhus —Arhus
«  -farmer « City - County

Bomholt
+ Farm name

Glarmester
+ -master glazier

Rask —Rasche

— Huusmand
+ Farm name - Estate
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— Smed -Smid 9 9 9
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Figure 3 Lexicons for OCCUPATIONS and PLACES
One of the main difficulties is differentiating a name from and an occupation since occupations were often used in old Denmark as an alternate surname.  This will be dealt with later on in this paper.  Suffice it to say for now that the occupation lexicon will also be contained in the surname lexicon as well.

· Danish place names as shown above will need to show relationships of proper names and their alternate spellings with their types (i.e. farm name, town, parish, county).  This lexicon is simply a list of every place name in the county of Skanderborg.  In the sample above, it is clear that the alternate spellings are grouped together in a thesaurus.
· In addition to a dictionary list of every place, place names will need to have associated the proper jurisdictions such as farm name (gaard) or town (bye) with parish (sogn) and with district (herred) and with county (amt) and with probate districts (gods) with their associated dates.  This relationship lends itself to a tuple or row in a database.  Specific links to location specific websites in the form of URL’s can be added to the grid of location information.  This would be the main geographical look-up table.
[image: image4.png]Geographic Linking Database

Farm Parish District County
name
Bombholt Alling Gjern Skanderborg
Alling Gjern Skanderborg
Gjern Skanderborg
Skanderborg

Molgiaer Tamdrup Nim Skanderborg

Record Links

CENSUS
1787 Census
1801 Census
1845 Census
PARISH
Alling 1736-
PROBATE
Allinggaard
Skanderborg Rytterdistrikt
Gjern Herred Provisti
List of URL’s
Includes Bomholt URL’s
Adds Parish specific records

List of URL’s
Includes Alling URL’s
Adds District specific records

List of URL's
Includes Gjern URL's
Adds County specific records

List of URL’s




Figure 4 Geographic Linking Database

Entries could be complete every column like the first example below with very specific records in the URL list for vital records, census, church records, probates.  This would automatically eliminate anything that did not include the Bomholt farm.  There would also be entries like the second  entry for a higher jurisdiction that would include a broader and longer list of URL’s.  Above is a sample of that geographic-linking database

Notice the URL’s for the record links for each place name are grouped by RECORD TYPE (i.e. Census, Parish Records, Probate).  These URL’s are added to the database when the webpage has been marked with the Web Ontology Language (OWL), and then the URL is added once to the geographic-linking database for each place name in the source.  The ontology is used to build the URL list. 
RULES AND DEFINITIONS

Rules and definitions for relationships between persons will be defined with

two-way definitions.  For example, 

 ‘father/fader’ (--( ‘son/sen’
 ‘sister/soster’ (--( ‘brother/broder’
 so that one relationship has two labels depending on the direction.  An important part of the search will be to include relative names.  Therefore, the relationship needs to be as precise as possible although just ‘relative’ may be all that is known.  The use of relationships will be better described in the section on the Relative Decision Tree below.  
CLASSIFICATION INTO PRIMARY AND SECONDARY SOURCES

     Once the ontology is built and well-defined, labels and weights for primary and secondary source types need to be devised.  For example, if the birth certificate and the christening record and the burial record all give different dates of birth for the same person, a priority for those sources would allow the system to assign the one from the birth certificate as the most likely correct.  In this example for a birth date, that ranking would be:
1. Birth certificate

2. Christening record

3. Burial record

The ranking reflects how closely these documents were associated with the birth date and assumes that the closer the event to the birth, the more accurate that date will be and the least likely the recorder was apt to make a mistake.

     In this ranking, simple weights should be used.  Where i is the number of the ranking and n is the total number in the ranking list and p is ‘2’ for primary records and ‘1’ for secondary, the weights will start out as: 

5p(n – i + 1)
In the previous example where each are primary records made at the time of the respective events with the target person present at the time the record was made, that would make the weight points for the three record types look like this:

1. Birth certificate

30

2. Christening record

20

3. Burial record


10

The formula gives the points more spread to reflect the importance of the record type to the reliability of the information.  The weight for this record classification will be one factor C in the final computation of weights used to rank web pages and documents in the ranking order.

MARKING A RECORD WITH OWL (Web Ontology Language)

     A major part of the pre-defining work is to mark-up the pre-chosen documents as part of the Semantic Web.  OWL or Web Ontology Language was proposed at 
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SOURCE -
—[PAGE HEADER] Dobte 1751 3

— [RECORD] Truust Dom 23 p. Trinit laest Niels
Baches SOREN fad Johannes Michelsens og
Niels Mollers hustrue af Saebyevad, Peder
Rasmussen af Saebyevad, Jens Bachis son
Peder og Niels Thylkes Peder af Truust




Figure 5 Christening record BEFORE OWL Mark-up
IEEE as the future language of the Semantic Web in February 2004.  It works very much like other mark-up languages such as HTML, XML, RDF, but marks up the document in such a way as to make any internet document fully searchable as well as highlighted similarly to other similar data types.

     The best way to explain is to show a before-and-after example.  Above is a christening record taken from the Tvilum Parish Register before translation and OWL mark-up.  Notice that the information is derived from the source information with URL linking back to the original information source and from the top of the page giving the record type and year and page and from the single record a single christening.
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Figure 6 Christening record with OWL mark-ups
     Here is the same page translated and marked up OWL data types so that the colors of the data types match the information classified.  

     The date of the christening is SUNDAY 23rd AFTER TRINITY 1751 which is combined from two places in the record.  To see actual examples of the mark-up check footnote [OWL13] which is the home website for the proposed OWL language at http://www.w3.org/TR/2004/REC-owl-features-20040210/) for more details.
     There are two problems that need to be solved in the example above:

· The system is not clear in identifying occupation marked in red as a second surname.  In this example, the occupation Moller or Miller is being used as a second surname of a witness Niels telling that his wife came from Saebyevad for the christening rather than the father’s occupation.  The ontology annotations used to identify surnames and occupations allow logic that makes the occupation into a second surname when the given name (Niels in this case) has no patronymic surname.
· The child being christened needs to be clearly identified.  The phrase ‘Niels Baches Soren’ could also have been given as ‘Soren the son of Niels Bach’.  This can also be handled by the ontology annotation.  The recognizing pattern here is ‘GIVEN NAME – SURNAME – GIVEN NAME ‘ with a possessive ‘s’ at the end of the surname.  Also the parents and child being christened will always be the first names listed in the christening entry.

     The ontology will need to have all such patterns built into the annotations which will take time to refine.
PRE-LABELED WEB SITES IN SUMMARY
    To sum up the pre-identification process so far, the BYU Ontology Builder (ONTOS) will be used to build the appropriate ontology with the associated lexicons and rules and annotations.  This Danish Research ontology will be used to find and pre-mark web pages with Web Ontology Language (OWL).  The identified websites will be marked with the ontological OWL labels and linked into the geographic-linking database to specific places which are ready to be searched by the query.  If there are occupations or second surnames with specialized websites such as the ‘Danish Glaziers’ Guild’ website or the noble ‘Bolvig Family’ website of which there are very few, those URL’s will be linked to the appropriate surname or occupation and pre-prepared to be searched by any appropriate query.  This constitutes the pre-defined search process performed before any query.
CAPTURING THE QUERY IN SAMPLE SEARCH PAGES

     A sample search page is laid out on the next page.

This is the prototype search page for just the county of Skanderborg.  GIVEN NAME and PATRONYMIC NAME are required with all other requested query information optional; however, the more specific the information is in the query, the better the search will be in finding relevant records.  
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FILL IN ALL THAT APPLY:

nave [N B

Given name Patronymic name Second surname
(from Father’s 1st name) (optional)

RESIDENCE (Specific place names are important to the accuracy of your search.)
anderborg AT districts [ All parishes | | |

District Parish Farm or Town

occupaTIoN [N NoT LisTED |

DATES: (any part or all of the following dates may be left blank)

day month year Parish
BIRTH | [ January | 1} All parishes
MARRIAGE I All parishes
DEATH I All parishes

RECORD TYPE REQURESTED ALL




Figure 7  Proposed Search Page
     Naming practices in old Denmark consisted of making the first surname or Patronymic name by taking the father’s first given name and adding ‘SEN’ for son and ‘DATTER’ for daughter.  The second surname may be the farm name or the occupation or a descriptive name like ‘Red’ in Eric the Red.  Strange enough this second surname is not always used  as a surname and sometimes is only used for a generation or two only to never be seen again.  

     Notice that special importance is called to the place of residence.  Farm or town names are far more explicit in finding records that match than the target’s NAME. This means that the inclusion of a value in ‘Farm or Town’ field should have more weight.  Weights will be associated with each field of the search page. 

The sum of the weights of those values included in the search or S will be another factor in determining the ranked order of a particular web page or document.

     A second page for ADVANCED SEARCH follows on the next page.  The ADVANCED SEARCH populates a relationship decision tree which is used to broaden the search for a net of related names by itself or in conjunction with the search person’s name.  Several categories on this page allow the user to add multiple entries of a certain type into the search.  There may be many JOHN’s and many SMITH’s, but there will a great many less JOHN SMITH’s married to MARY JONES.  Relationships do help the genealogist in many ways although
[image: image8.png]ADVANCED SEARCH

RELATIVES: (Because there are so many similar names, listing relatives aids identification.)

spouse nave (NN HEEEEEEE N 17

Given name Patronymic name Second surname
ciio nave [ N BN )

Given name Patronymic name Second surname
rather navE [ N B

Given name Patronymic name Second surname
motHeR NAvE [IEEEEEEE DN BN

Given name Patronymic nhame Second surname

OTHER NAME

Relationship  Given name Patronymic nhame Second surname




Figure 8 Proposed Advanced Search page
the major contribution is to uniquely identifying a person.  The ADVANCED SEARCH page inputs directly into the Relationship Decision Tree described later on.
DESIGNING THE EXPERT INTO THE SEARCH ENGINE

     The search engine will need several specialized abilities and formulas.  The following is a list of important attributes, formulas, algorithms, and search features.

ONTOLOGY-MATCHING SEARCH
     The ontology previously built will be used to match the pre-labeled URL’s genealogical source pages which will be displayed in the first four columns while 
[image: image9.png]SEARCH RESULTS

Vital and Census Probate Secondary Other records
Church records records compiled
records genealogies

20 records 17 records 12 records 203 records 1183 records

« RETRIEVED IN ‘PRE-LABELLED 1+t RETRIEVAL SET’
e Grouped by record type
« Ranked by the weight of the product of the
- PERSON attribute match points
- PRIMARY/SECONDARY record type weights

2nd SET in
Google-
like
search
with fuzzy
ranking





Figure 9  Proposed Search Results page
a more conventional internet search is used to identify other related pages not pre-defined in a fuzzy-ranked order as a second retrieval set.  

     Upon clicking your choice of record type, a listing of the URL’s will be given in descending ranked order of relevance.  Depending on the number of matches the records may further be categorized.  For example, ‘Births, Christenings, Betrothals, Marriages. Deaths, Burials’ may be categories listed with the corresponding number of matches under the ‘Vital and Church records’ category.  Record types will be labeled using the ontology to classify records.   Any record with multiple types will be classified as ‘Other’ and listed and ranked there.  
[image: image10.png]Vital and Church Records

Query - Jens Pedersen Bach, Truust, Tvilum Parish, Gjern
District, Skanderborg County, born 1693, died 1778

(1 of 20 records)
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Figure 10  Ontology- retrieved record
Here is a sample query with one line of a record retrieved in the ‘VITAL AND CHURCH RECORDS’ category:

     Notice how the ontology uses the original record information marked with OWL to display the christening example as a retrieved record for ‘Jens Bachis’.  

     Basically it shows that the Jens Pedersen Bach searched for is listed as a witness to this christening record in the Tvilum Parish Register.  The original record can be seen by clicking the SOURCE URL. 

     The occupation as ‘Moller’ is not correct, but is fixed in the refined annotation described previously.
      This demonstrates how the ontology matches the query to a record in the results by matching NAMES, DATES, and PLACES:
· Matching the query name JENS PEDERSEN BACH to JENS BACHIS in the record as a variant form [NAME]

· Matching the date of the record 1751 as lying in the range of years that Jens Pedersen Bach 1693 – 1778 lived [DATE]

· Matching the residence Truust in Tvilum Parish in the query as the same residence given in the record as the first place name listed after his name [PLACE]

      This also demonstrates the need to add another weight factor K for the relationship of the searched individual to the principal person in the retrieved record.  Where there is a clear and equal match on NAMES, DATES, and PLACES, the relationship to the principal will do the fine ranking.  Where the searched person is the principal person of the record will be ranked first, followed by first-order relationships to the principal person, then second-order relationships, and so on.  Obviously a ‘witness’ will be one of lowest weights being in a list of relationships without degree and will be listed toward the bottom in the fine-tuning set.
MATCHING PEOPLE BETWEEN THE SEARCH QUERY AND THE SEARCH RESULTS

     There are four basic areas that determine a searched person’s match – NAME N, DATE D, PLACE P, RELATIONSHIP R.  Each of these areas will be given match points that will put a numeric value on how well the individuals match so that their sum will express M for match points.


M = N + D + P + R
How these four basic area points will be determined are described in detail below.

     A decision tree will be designed for maximal accuracy in matching individuals.  This decision tree would be used to decide the search weight for special combinations of search fields given or not given in the query and used in the fuzzy search algorithm described below.  

     The same decision tree will also be used to determine what types of records will be searched.  For example, if no place names are included in the query more general indexes would be searched.   If place names are very specific, but the name has only one field supplied by the user such as only the Parish Name, then the geographic-linking database will be used to fill in the district and county left blank.

1.  Geographic Specificity

     Matching by PLACE uses both the Place Lexicon and the Geographic-linking Database.  Users will be encouraged to provide the smallest geographical name (i.e. farm name) since the pinpoint accuracy of the expert system will depend on that.  Points are assigned in the search by how specific geographically the user is in the search, but here we are assigning PLACE P matching points.  Here the match points are assigned by the most specific geographic match level.
     If the farm name is matched, more points are given than if just the county is a match like this:


Farm name or Town
15 points


Parish



10 points


District


5 points


County


1 point
     The same place name relational database above will be used to expand the search filter for the whole set of related jurisdiction place names.  There could be records in the parish and the district and the county that apply to the same person.
2.  Expert Rules for NAMES
     The match points for NAMES N will be given according to how well the name is matched.


JENS PEDERSEN BACH  is equivalent to JENS BACH or JENS PEDERSEN or the synonyms listed such as JENS BACHIS or JENS PEDERS.  This constitutes a full name match and receives maximum match points whereas a partial match to only surname or only second surname will receive the least in this manner:


Full name match



25 points



Surname and Second Surname match
10 points



Second Surname only


5 points



Surname only



1 point


Also a set of Danish naming practices will be defined as machine rules.  These rules will be used to predict names of children or predict names of parents.  PROLOG will be used to set up these rules.  However, these rules will 
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Figure 11 Sample Danish Family

be used with the Relationship Decision Tree described below in order to predict names of parents or show that the names of the parents match the naming pattern.

     As an example of how this would work, take the family shown above for particulars.  The first son is named JENS after the father’s father.  The first daughter is named INGER after the father’s mother.  These two names fit the naming customs; however, the second son HENDRICH is not named MICHEL after the mother’s father which indicates the wife had a first husband named HENDRICH.  The relationships are known and the blanks can be filled in because these naming traditions were generally well kept.

3.  Using the Relationship Decision Tree
     The relationship decision tree is built using the ADVANCED SEARCH information in order that relationships can be labeled and measured.  A relationship match can be added to matches for name matches and place matches and date matches.  

     The relationship tree is built around NODES that contain PERSON information which contain a minimum of NAME and PLACE OF RESIDENCE.  The links are the two-way relationships defined previously.  Here is layout of

a simplified relationship tree from the point of view of a certain PERSON as the root of the tree and all relationships given in terms of that person.   The number of arrows between nodes indicates the degree of relationship.  One arrow between indicates a first-order relationship such as the PERSON to his PARENTS.  Two arrows between is a second-order relationship such as the PERSON to his GRANDCHILDREN.  

     Another measurement used is the concept of generation.  The following chart is laid out to that each line is one generation.
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Figure 11 High-level Relationship Tree
     An example of values in a relationship tree is:

PEDER 
(father)(-((son)
JENS
    (father)(-((son)NIELS

ANDERSEN 



PEDERSEN


JENSEN

(male) 



BACH (male)

BACH (male)

[PERSON]



[PERSON]


[PERSON]

As one traverses the tree, the relationships are gathered at the end of the arrows and the arrows are counted such that:
Niels to Peder [PERSON – FATHER – FATHER] [2 arrows]

The conclusion is that Peder is Niels’ grandfather in a 2nd order relationship.  The tree defines relationships between people as well as defines the words for those relationships (i.e. a grandfather is a father’s father).

     One of the basic implications of the relationship tree is a tacit indication of gender since so many relationships reflect gender (i.e. sons are male).

4.  Relationship Tree Search
A search of such a tree once it is populated consists of the following algorithm:
· Searching for record value (NAME and/or RELATION)
· Counting degree of relationship

· Concatenating relationships of shortest route back to the focus PERSON

· Defining the relationship and degree from the tree search results

· RESULTS 
PERSON (M)– Father (M) – Sister (F) – Spouse (M)

· DEFINITION - UNCLE in 3rd-degree relationship
· RESULTS
PERSON (M)– Mother(F) – Brother (M) 
· DEFINITION – UNCLE in 2nd degree relationship

There are several ways that the Relation Decision Tree can be used for matching relationships R.  

1. Commonly Danish genealogical records have witnesses listed within the document that are often also relatives.  Sometimes the relationship is given in the record.  Each witness would be searched for in the tree.  The more witnesses found in the Relation Decision Tree already input; the more likely the record matches and identifies the individual uniquely.  A threshold can be set so that if 50% of the witnesses are found within 4 degrees of relationship, then the remaining witnesses are added to the Relation Decision Tree before further record matching is done.  In this case such an excellent match would automatically be placed at the top of the ranking.

2. In probate records, all of the heirs of a deceased person are listed with relationship and residence given.  That probate record could be indicated as input used to set up the Relation Decision Tree as the basis of the query input for matching all other records without requiring the user to type any information in.

3. Alternately a GEDCOM (Genealogical Communication File Layout) of a family tree could be used as input into a Relation Decision Tree again without any typing.

4. The tree built from a GEDCOM could be used to evaluate a whole family file and indicate where possible record linking problems may exist.

5. Finally the relationship tree can be used to match an individual by relationship R using the expert naming rules.  For example, if a person’s parents are not listed in the tree, but the children are, then a possible christening record for the target person could use the naming rules to show that parent(s) names listed in the christening record match the naming rules or do not match the naming rules.

The tree may be left blank and the relationship matching turned off; however, that would mean that the algorithm would depend on only the matching of names, dates, and places


Match points for relationships R will be as follows:

Relationships matched for at least 50% of witnesses within 4 degrees 20 points

All children and parent name rule matches



    10 points

FINAL WEIGHT CALCULATIONS

     Now all the weight calculations need to be put together.  Firstly, the match points should be added together according to the point system just described for NAME, DATE, PLACE, and RELATIONSHIP:

M = N + D + P + R. 


Person Match points
     Along with the person match points M, there should also be weights for
C:
Weight for order of preference for primary and secondary record types
S
The sum of the weights of those values included in the search 
K
Sub-ranking of records that match in every other way by the relationship of the person searched for to the principal person of the given record.
For each record the formula for rank-weighting will be 

W = M x C x S 
K will be used order records with the same W.

RANKING THE SEARCH RETURNS

     Obviously there will generally be more than one record retrieved.  The fuzzy 
search algorithm will be used to rank the records retrieved by using the weights W and K.  The fuzzy search algorithm puts the best matches at the top of the list, but retrieves records that only somewhat match at the bottom rather than eliminate poorer matches too soon.  The trick then is to set the threshold not so high as to eliminate weak matches that might be helpful to the user, but not so low as to include information that is simply too general  and too weak.  To begin with the threshold will be 20 points, but testing should change and fine-tune that number.  This testing and fine-tuning can last a long time.  Perhaps setting up machine learning to re-adjust the weights and threshold point in the future would be beneficial in the long run.
USER RELEVANCE FEEDBACK

     Once the user has identified their family in a primary record and marked that record as the same person, the weights and threshold point can be re-evaluated for effectiveness.  Small radio buttons next to each retrieved record can be set for the following quick responses:
· Matches searched person

· May match searched person

· Matches relative of searched person

· Does not match

These responses can be used to manually check how well the search engine performed for that particular search and weights appropriately reset.

     The search can also use that information to update and reset the search to run again if the user would so choose.  For instance when a detailed residence place name is given for a matched search person in the record, back propagation will be used to fill in blank information in the query from the information record found.  For example, the farm name from a christening record of the family will be added, and the user queried to further search with the added information.
MEASURING SEARCH ACCURACY
          The search engine will be evaluated in several ways:

· Measuring and comparing the speed of the retrieval of information for each of the test queries

· Measuring recall and precision of the relevant documents retrieved by the test queries.

· Comparing and contrasting those measurements to alternate search engines such as Google
· Comparing and contrasting those measurements to current research methods in books and on the internet
     Previously, the Semantic Web simulation was described as target web pages and documents extracted and marked up with the Web Ontology Language (OWL) to give those pages ‘semantic’ labels along with irrelevant and closely irrelevant web pages and documents that were also  ‘marked-up’ with the same ontology.  Roughly half of the files searched will be irrelevant or closely irrelevant.  Closely irrelevant documents will be genealogical information for a completely different county in Denmark and a county in England and organizational charts of a Danish corporation.  An expert will be used to manually label the web pages and documents as relevant and irrelevant for each query.  This allows us to evaluate the accuracy of each search in terms of precision and recall and compare those numbers to the:
· Same queries used in a Google search

· Standard expert research techniques to solve those queries using books, microfilm, libraries, and internet now in use.

     Because ‘fuzzy-order’ ranking is used to display the search results, the evaluation will also include how well the order of the ranked web pages and documents and the corresponding ranked weights match the expert’s ranking and weights done manually.  Also the threshold point dividing what is displayed and what is not displayed in the results will be compared.  Each of these findings need to be used to improve the search engine or the clearly define the problem preventing such improvement.
     Future enhancements should consider using machine learning to help the search engine program reset its own weights and constantly improve retrieval performance depending on user response as to what was relevant.  Machine learning performs well when it is improving pattern matching.
CONCLUSIONS

The methods and set-up procedures as described in this paper will:

· Integrate websites and documents needed to do successful Danish genealogical research into one website

· Automatically add professional research expertise and techniques into the search engine

· Use the latest Semantic Web resources and tools to simulate this future version of the internet and prototype an expert search on the Semantic Web
· Use machine learning  techniques such as pattern-identification and decision trees and back propagation
· Allow a relatively naïve genealogical researcher to do successful research without any knowledge of the Danish language or how to do Danish genealogical research or where the Danish records are kept
     The final analysis of this proposal will be shown through the results of the evaluation process which is laid out in this paper to be impartial and yet compare and contrast this process against a manual expert review as well as against a modern Google search of the same query,

     Hopefully at the very least, this research will stimulate further work and refinements in the area of online research.
Chapter 4
CONTRIBUTIONS
· An early search engine for the Semantic Web version of the Internet which has not yet been implemented.
· The first genealogical engine for researching a European country built for naïve users.
· A new way of handling multiple languages and additional language characters invisibly.
· The first genealogical application to include several different kinds of expert rules:
· PROLOG rules for geographic conventions for naming children.

· Decision trees for determining what specific records to include in the automatic search.
· Decision trees for matching records to the search target to determine if this is a likely person match.
· Back propagation for deciding how the search will proceed depending on what search areas have been filled in.

Chapter 5
DELIMITATIONS OF THE THESIS

· Since the project is a prototype, only data for the county of Skanderborg in Denmark will actually be loaded.
· Many of the web sites that are searched are under construction so the material will not be exhaustive for Skanderborg
· Emphasis for the prototype will be records before 1814 which is the date that the parish record books became regularized by Danish law.  Records after that date are easier to read and much easier to research.
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