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ABSTRACT

SCHEMA MATCHING AND DATA EXTRACTION OVER HTML TABLES

Cui Tao
Department of Computer Science

Master of Science

Data on the Web in HTML tables is mostly structured, but we usually do not know
the structure in advance. Thus, we cannot directly query for data of interest. We propose
a solution to this problem for the case of mostly structured data in the form of HTML ta-
bles, based on document-independent extraction ontologies. The solution entails elements
of table location and table understanding, data integration, and wrapper creation. Table
location and understanding allows us to locate the table of interest, recognize attributes and
values, pair attributes with values, and form records. Data-integration techniques allow us
to match source records with a target schema. Ontologically specified wrappers allow us to
extract data from source records into a target schema. Experimental results show that we
can successfully map data of interest from source HTML tables with unknown structure to
a given target database schema. We can thus “directly” query source data with unknown

structure through a known target schema.
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Chapter 1

INTRODUCTION

1.1 Background and Related Work

Currently, with the fast development of the Internet, both the amount of useful data
and the number of sites on the World Wide Web (WWW) are growing rapidly. The Web is
becoming an increasingly useful information tool for computer users. However, there are
so many Web pages that no human being can traverse all of them to obtain the information
needed. A system that can allow users to query Web pages like a database is becoming
increasingly desirable.

The data-extraction research group at Brigham Young University (BYU) has de-
veloped an ontology-based querying approach, which can extract data from unstructured
Web documents [19]. Although this approach improved the automation of unstructured
data extraction, it does not work very well with mostly-structured data. Mostly-structured
WWW pages, such as Web pages containing HTML tables, are major barriers to BYU'’s
automated ontology-based data extraction. About 52% of HTML documents include tables
[40]. Although some of these tables are only for physical layout, there is still a significant
amount of online data that is stored in HTML tables.

The solution to querying data whose sources are HTML tables encompasses ele-
ments of (1) table understanding, (2) data integration, and (3) information extraction [27].
Table understanding allows us to recognize attributes and values in a given table. Itis a
complicated problem [31]. Most research to date uses low-level geometric information to
recognize tables [41]. Some of the current geometric modeling techniques for identify-

ing tabular structure use syntactic heuristics such as contiguous space between lines and



columns, position of table lines/columns, and pattern regularities in the tables [48]. Some
of the techniques take a segmented table and use the contents of the resulting cells to detect
the logical structure of the table [34]. Others use both hierarchical clustering and lexical
criteria to classify different table elements [32]. Recent research on table understanding on
the Web takes this research area to a higher level. SGML tags provide helpful information
of table structures. But poor HTML table encoding, nontraditional use of the HTML tags,
the presence of images, etc, all challenge the full exploitation of information contained in
tables on the Web [33]. Existing approaches to determining the structure of an HTML ta-
ble use source page pre-analysis [29, 38], HTML tag parsing [40], and generic ontological
knowledge base resolution [52].

The schema-mapping problem for heterogeneous data integration is hard and is, by
itself, worthy of study [42]. The problem is to findsemantic correspondend®tween
one or moresource schemaand atarget schem420]. In its simplest form the semantic
correspondence is a setmfpping elementgach of which binds an attribute in a source
schemato an attribute in a target schema or binds a relationship among attributes in a source
schema to a relationship among attributes in a target schema. Such simplicity, however, is
rarely sufficient, and researchers thus use queries over source schemas to form attributes
and relationships among attributes to bind with target attributes and attribute relationships
[7, 43]. Furthermore, as we shall see in this thesis, we may also need queries beyond those
normally defined for database systems. Thus, we more generally defsentlaatic corre-
spondence for a target attributes any named or unnamed set of values that is constructed
from source elements. Sets of values for target attributes may be obtained from source
elements in any way, e.g. directly taken from already present source values, computed over
source values, constructed by concatenation or decomposition from source values, or di-
rectly taken or manufactured from source attribute names, from strings in table headers or
footers, or from free text surrounding tables.

The problem of identifying the text fragments that answer standard questions de-
fined in a document collection is called information extraction (IE) [28]. Some IE tech-

niques are based on machine learning algorithms [45]; others are based on application



Car | Year | Make Model Mileage | Price PhoneNr Car | Feature
0001 | 1999 | Pontiac | Firebird 32,833 405-936-8666 0001 | Blue

0002 | 2000 | Acura RL 3.5 36,657 | $23,988 | 405-936-8666 0001
0003 | 2002 | Honda | Accord EX | 13.875 | $21,988 | 405-936-8666

0003 | White

0101 | 1992 | ACURA | legend $9500 0003 | Air Conditioning
0102 | 2000 | AUDI A4 $34,500 0003 | Driver Side Air Bag
0103 | 1985 | BMW 325e $2700.00

0101 | Auto

0101 | AM/FM

Figure 1.1: Sample Tables for Target Schema

ontologies [22, 23, 24]. In this thesis, we intend to use ontology-based extractors as an aid

to do element-level and instance-level schema matching.

1.2 HTML Table Problems

We limit our discussion here to HTML tables found on the Welive consider
Web pages containing HTML tables of interest for a given application domain to be our
sources. We also include pages linked from within these HTML tables. Our target is a
simple relational schema.

As a running example, we use car advertisements, which are plentiful on the Web
and which often present their information in tables. Suppose, for example, that we are
interested in viewing and querying Web car ads through the target database in Figure 1.1,

whose schema is

{Car, Year, Make Model Mileage Price, PhoneN#
{Car, Featuré.

Figures 1.2 [9], 1.3 [9], and 1.4 [5] show some potential source tables. The data in the
tables in Figure 1.1 is a small part of the data that can be extracted from Figures 1.2, 1.3,

and 1.4.

1The problems encountered in HTML tables are more than sufficient for this investigation. Table extrac-
tion within the broader context of images of paper tables and other types of electronic tables [41] is also
possible.




2 BOB HOWARD HONDA

Vehicles Pre-Owned Inventory
Search N ’ _
p::':)wn:: To see z list of all our cars, trucks, vans and SUV's, click here.
Specials
Get A Quote e |ooking for a price guote? Check out our Quick Quote Faorm.
Fingaciag o Meed financing? Try our new Pre-approval Form,

Vehicle Pricing + Check out our Internet Only Specials.

Finance
To search for a specific vehicle or model, use our easy search engine below, Our
Specials inventory changes daily, so drop us an email or give us a call if you don't see the car
you want., We will make sure you find your dream car! You searched for:

Contact

Sorvics « All vehicles available,

About 66 matches found. Yehicles 1 to 25 shown,

Home Ye: Make and Model Exterior
[T 1999 Pontiac Firehird Contact Us 32,883 Blue i}
[ 2000 Acura BL 3.5 23,0858 36,657 Silver iwi)
[ 2002 Honda Accord Ex 21,988 13,875 White =1}
[T 2002 Honda Passport £20,998 10,410 Black i=i)
™ 2002 &rira RSY Tune-S £on aga 14 208 Red i
I 2UUU LOEVIOIeT Lamarg 13,9598 45,290 wWhIte [Le]
[ 2001 Honda Accord Yalue Package $13,995 31,710 Silver <]
T 2001 cChevrolet Silverado 1500 $13,988 28,022 Pewter i)

Show checked wehicles New search Show 25 more

all vehicles subject to prior sale. \We reserve the right to make changes without
notice, and are not responsible for errors.

Bob Howard Honda Tall Free: 1-877-0944-2842
14137 Broadway Extension Phone: 405-936-8660
Oklahoma City, OK 73013 Fax: 405-936-8674

E-mail: sales@bobhowardauto.deslerspace. cotm

Figure 1.2: Web Page with Table from www.bobhowardhonda.com [9]

1.2.1 HTML Tables—Location Problems

It is easy for a human to locate the table of interest in Figure 1.2. Algorithmically
finding the table of interest on an Web page, however, is often nontrivial, even when the
system can tell that the page is of interest for the given application [26]. Figure 1.2, for

example, presents several challenges for table location.

e Multiple Panes The page in Figure 1.2 has three panes (HTML frames), but we are

only interested in the one starting wiere-Owned Inventory



wH  BOB HOWARD HONDA

e Pre-Owned Inventory
Search New
Py At Howard Auto Group we have created an Internet sales department to give our
Specials customers an alternative buying experience. Once you have found a vehicle you like
Get A Quote we will be glad to give you our lowest no haggle price right up front! Then if you
Financing like that price wou can complete the transaction with your Internet manager, He can
Vehicle Pricing also quote you a payment, interest rate and if you have a trade in give you an
evaluation of your trade in. Remember the Internet department is designed to provide
Finance the fastest and friendliest service to the Internet user and to ensure a totally
5 different buying experience! If you have any questions please feel fres to give a call
Specials at 405-936-8666 or toll free 877-944-2842 or drop us an e-mail. Your Internet
sales staff at Howard AutoMet is waiting to help you. Kyle, Brendon, Shane, DK, Rory,
Contact Mitesh, Mic, Steve, Karriem, Jay,Traci, and Ryan,
Bervise Schedule a test drive
About
Send Me More Information
e 2002 Honda Accord EX $21,988

» Alr
Conditioning
» Driver Side
Air Bag
& Passenger
Side Air Bag
= Anti-Lock ;
Brakes L T .
o AM/FM www.BobHowardAuto.com
Cassette .
o Security Click on photo to enlarge
Features
= Alloy Wheels
+ Automatic Price $21,988
ikl Mileage 13,675 miles
s g“ctat Body Type Car
A CE;;act Body Style Coupe
Disc Player Ex.ter.iorwhite
& Cruise Transmission Automatic
Control Engine 3,0L & cyl| Fuel Injection
= Front wheel Fuel Type Gas
S Stock Number 350291 &
.
Wipers VIN1HGCG225624018644
o Wan linht

Figure 1.3: Linked Page with Additional Information [9]

Make Model Year | Colour |Price Auto | Air Cond. | AM/FM | CD
ACURA legend 1992 | grey | $9500 Yes |No Yes No
AUDI A4 2000 |Blue |$34500 |Yes |Yes Yes Yes
BMW 325 1985 |black |$270000 |MNo |No Yes |No
CHEVROLET | Cavalier 724 | 1997 | Black |$11.995.00No |Yes Yes No

Figure 1.4: Table from Autoscanada.com [5]



Tables for Layout In the pane of interest in Figure 1.2, the firsTABLE> tag
encountered has two lines: the first for the text above the table, and the second for

the table and the footer text below the table.

Table Rows Not in Tablélhe last two lines of the table in Figure 1.2 are not actually
part of the table. The last line contains the contact information, and the next-to-last

line contains the buttons and the claim of nonresponsibility.

Tables Displayed Piecemealhe table in Figure 1.2 displays 25 rows per page. To
obtain the rest of the table rows, we need to have the system simulate a ctioan

25 more

Tables Spanning Multiple Page$Ve obtain the page in Figure 1.3 by clicking on
Honda Accord EXn the table in Figure 1.2. Clicking on all makes and models gives
us similar pages. Each page has a column of attribute-value pairs that starts with
Price and ends witlVIN. The collection of these columns from each page constitutes
a large table whose attributes are all the saRrege ... VIN and whose values are

the value columns from each linked page.

No <TABLE> Tag Each linked page similar to the one in Figure 1.3 also has a
single-column table headed Bgatures The source, however, does not tag this table

with a <TABLE> tag, but rather with acUL> tag, making it an HTML list.

In general there are even more challenges for locating tables. We have listed here only the

challenges that appear in Figures 1.2 and 1.3. We list other challenges in the discussion of

future work in Chapter 6.

1.2.2 HTML Tables—Extraction Problems

Not only is it easy for a human to find the tables of interest in Figures 1.2 and 1.3,

it is also easy for a human to parse the table and determine its meaning. Even with the

constraint imposed of needing to match a source table with respect to a fixed target view,

such as the one in Figure 1.1, semantic matching is mostly straightforward for a human. It

is easy to see thatearin the source table in Figure 1.2 as welMesarin the source table in

6



Figure 1.4 map td&’earin the target table in Figure 1.1. It is also easy to see that although
Make and Model in Figure 1.4 match directly witd/ake and Model in Figure 1.1, we
need to spliMake and Modein Figure 1.2 to matcldi/ake and M odel in Figure 1.1. Itis
not as easy, however, to see that bgterior in Figure 1.2 andColour in Figure 1.4 map
to Featurein Figure 1.1, and it is a little harder to see that we should map the attributes
Auto, Air Cond, AM/FM, andCD in Figure 1.4 as values fdfeaturein Figure 1.1, but
only for “Yes” values.

Algorithmically sorting out these semantic matches is significantly harder. We en-
counter the following list of challenges when trying to match source HTML tables in Fig-
ures 1.2, 1.3, and 1.4 with the target schema in Figure 4.8. We list other challenges in the

discussion of our future work in Chapter 6.

e Merged Attributes/ValuesMakeandModel are separate attributes in Figure 1.1 but

are merged as one attribute in Figure 1.2.

e Subsets Exterior in Figure 1.2 andColour in Figure 1.4 contain colors. Colors in
the target are a special kind Béatureand thus the sets of colors in Figures 1.2 and
1.4 are subsets of the feature values we want for Figure 1.1. Indeed, these are proper

subsets since there are also many other feature values in Figures 1.2, 1.3, and 1.4.

¢ SynonymsMileagein Figure 1.1 andMiles in Figure 1.2 have the same meaning,

but the attribute names are not the same.

e Extra Information The tables in Figure 1.1 make no request for photographs, which

are present in Figure 1.2.

¢ Linked Information The values for the attributdake and Modedre linked to further
information. Clicking onHonda Accord EXin Figure 1.2 yields the information in

Figure 1.3.

e List Table A one-dimensional table and a list are similar in appearaReaturesin
Figure 1.3 is a list, but could just as easily have been formatted as a table. Although
it is a list, we nevertheless wish to matEkaturesin Figure 1.3 withFeaturein

Figure 1.1.



e Position of Attributes The linked subtable in Figure 1.3 has its attributes in the left

column, rather than in the top row.

e Missing Information The schema in Figure 1.1 expects a phone number, but none of

the tables in Figures 1.2, 1.3, or 1.4 contains a phone number.

e Externally Factored DataAlthough no phone number appears in the tables in Fig-
ures 1.2 or 1.3, phone numbers do appear in the footer text of the table in Figure 1.2
and in the text above the tables in Figure 1.3. A value, such as a dealer phone num-
ber, that applies to all records in a table is often factored out, external to the table,

and displayed only once.

e Duplicate Data The price for theHonda Accord EXn Figures 1.2 and 1.3 appears
three times, once undé@rice in Figure 1.2, once as the value for tRece attribute
in the (vertical) table row in Figure 1.3, and once at the top of the layout table in
Figure 1.3. (Luckily, the values are all the same.) Other values also appear more than
once. The number of miles, in fact, appears with two different attributes, once with

Miles and once withMileage

e Unexpected Multiple Values'he schema in Figure 1.1 expects at most one contact

phone number for each vehicle, but there may be several as Figures 1.2 and 1.3 show.

o Attribute as ValueIn Figure 1.4, the featureuto, Air Cond, AM/FM, andCD are
all attributes rather than values. Here, we must understandvésaind No are not
the values; rather they indicate whether the valat®, Air Cond, AM/FM, andCD

should be included dseaturevalues in the tables in Figure 1.1.

In this thesis, we develop a system that can automatically locate the table of interest
in a Web page using a set of heuristics and our ontology technology, infer mappings from
source table attributes to the target schema, and extract information from source table(s) to
the target database.

The rest of this thesis in organized as follows: Chapter 2 introduces our ontology

based extraction technology. Chapter 3 discusses our approach to table location. Chapter 4



describes how the system infers mappings from source to target. Chapter 5 introduces and

analyzes experimental results. Chapter 6 discusses our conclusions and future work.
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Chapter 2

EXTRACTION ONTOLOGIES

An extraction ontology is a conceptual-model instance that serves as a wrapper for a
narrow domain of interest such as car ads [22]. The conceptual-model instance includes ob-
jects, relationships, constraints over these objects and relationships, descriptions of strings
for lexical objects, and keywords denoting the presence of objects and relationships among
objects. When we apply an extraction ontology to a Web page, the ontology identifies the
objects and relationships and associates them with named object sets and relationship sets
in the ontology’s conceptual-model instance and thus wraps the recognized strings on a
page and makes them “understandable” in terms of the schema implicitly specified in the
conceptual-model instance. The hard part of writing a wrapper for extraction is to make it
robust so that it works for all sites, including sites not in existence at the time the wrapper is
written and sites that change their layout and content after the wrapper is written. Wrappers
based on extraction ontologies are robufobust wrappers are critical to our approach:
without them, we may have to create (by hand or at best semiautomatically) a wrapper for

every new table encountered; with them, the approach can be fully automatic.

lpage-specific, handwritten wrappers (e.g. the early wrappers produced for TSIMMIS [15]) are not ro-
bust. Machine-learning-based wrappers (e.g. [37, 50]) are not robust since new and changed pages must
be annotated and learned. Wrappers that automatically infer regular expressions for Web pages (e.g. [18])
are robust in the sense that the regular-expression generator only needs to be rerun for new and changed
pages; however, high page layout regularity is required, an assumption that often fails, but which we intend
to consider in our future work with tables. Extraction ontologies (e.g. [22]) are robust because they are
based on conceptual-model specifications of a domain of interest, not on page layout. Although they are
hand-crafted, as ontologies typically are, our experience shows that an expert can create a reasonably good
extraction ontology for a narrow domain of interest such as car ads in a few-dozen hours.

11



1. Car [-> object];

2. Car [0:1] has Year [1:*];

3. Car [0:1] has Make [1:*];

4. Car [0:1] has Model [1:*];

5. Car [0:1] has Mileage [1:*];

6. Car [0:*] has Feature [1:*];

7. Car [0:1] has Price [1:*];

8. PhoneNr [1:*] is for Car [0:1];

9. Year matches [4]

10. constant {extract " \d{2}";

11. context " \b[4-9] \d\b";

12. substitute " tte> M9 1
13.

14. Mileage matches [8]

15.

16. keyword " \bmiles \b", " \bmi\.", " \bmi\b",
17. " \bmileage \b", " \bodometer \b";
18.

Figure 2.1: Car-Ads Extraction Ontology (Partial)

An extraction ontology consists of two components: (1)adect/relationship-
model instancéhat describes sets of objects, sets of relationships among objects, and con-
straints over object and relationship sets, and (2) for each object setadramethat
defines the potential contents of the object set. A data frame for an object set defines the
lexical appearance of constant objects for the object set and establishes appropriate key-
words that are likely to appear in a document when objects in the object set are mentioned.
Figure 2 shows part of our car-ads application ontology, including object and relationship
sets and cardinality constraints (Lines 1-8) and a few lines of the data frames (Lines 9-18).
An object set in an application ontology represents a set of objects which may either
be lexical or nonlexical. Data frames with declarations for constants that can potentially
populate the object set represent lexical object sets, and data frames without constant dec-
larations represent nonlexical object seYear (line 9) andMileage (line 14) are lexical
object sets whose character representations have a maximum length of 4 characters and
8 characters respectivel\Mlake Model Price, Feature andPhoneNrare the remaining

lexical object sets in our car-ads applicati@ar is the only nonlexical object set.

12



We describe the constant lexical objects and the keywords for an object set by reg-
ular expressions using Perl-like syntaxVVhen applied to a textual document, taeract
clause (e.g. line 10) in a data frame causes a string matching a regular expression to be
extracted, but only if theontext clause (e.g. line 11) also matches the string and its
surrounding characters. gubstitute clause (e.g. line 12) lets us alter the extracted
string before we store it in an intermediate file. (For example e data frame treats
a year written "95 ” as the constant1995”.) We also store the string’s position in the
document and its associated object-set name in the intermediate file. One of the nonlexical
object sets must be designated asdhgct set of interest-Car for the car-ads ontology,
as indicated by the notatiof-> object] "in line 1.

We denote a relationship set by a name that includes its object-set name3gie.g.
has Yeaiin line 2 andPhoneNr is for Caiin line 8). Themin:maxpairs in the relationship-
set name arearticipation constraints Min designates the minimum number of times an
object in the object set can participate in the relationship setremdiesignates the maxi-
mum number of times an object can participate, with * designating an unknown maximum
number of times. The participation constraint Gar for Car has Featuran line 6, for
example, specifies that a car need not have any listed features and that there is no specified
maximum for the number of features listed for a car.

In the initial work with semistructured and unstructured Web pages [22], a data-
extraction ontology allowed us to recognize data values and context keywords for a partic-
ular application, organize data into records of interest, and fill object and relationship sets
with data according to ontologically specified constraints. In our current work with tables,
nested subtables in linked pages, and surrounding semistructured and unstructured text, we
use extraction ontologies in much the same way. Recognized context keywords tend to be
attributes; sometimes recognized values are also attributes. For tables, geometric layout
gives us the clues we need to decide which recognized strings are attributes and which are
values. This knowledge, plus the ontological domain knowledge about which attributes and
values belong to which object sets, establishes the basis for determining record groupings

and semantic correspondences for target attributes and relationships. Our system’s ability

2Thus, for example,\b” indicates a word boundary)\#i” indicates a numeric digit, and so forth.
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to extract attributes and values and to pair them together constitutes the fundamental ba-
sis for enabling it to recognize tables containing data of interest and to discover mapping
rules that can transform the contents of source tables to a target schema. We discuss our

approach in detail in the next two chapters.
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Chapter 3

TABLE LOCATION AND UNDERSTANDING

Many Web sites, especially commercial sites, provide their users with much more
than just basic information during browsing. As a result, one HTML page may contain
many advertisements, a navigation panel, and other irrelevant sections. These make Web
pages difficult to parse. Automatically finding the data-rich sections of the domain of
interest from complex Web pages is not an easy task [11]. In this research, we detect a
table of interest based on an application-dependent data-extraction ontology and several
heuristics that we introduce and discuss in this chapter.

After detecting a table of interest, we then need to understand the structure of this
table. In order to understand a table, we first locate the structural components such as
table header(s), table factor(s), attributes, and values. We then associate values with their
corresponding attributes.

The rest of this chapter is organized as follows: Section 3.1 overviews the basic ele-
ments of HTML tables. Section 3.2 describes how to parse an HTML table as a DOM tree.
Section 3.3 discusses the method and heuristics we use to locate HTML tables. Section 3.4

introduces our approach to table preprocessing and understanding.

3.1 Overview of HTML Tables

HTML includes element types that represent paragraphs, hypertext links, lists, ta-
bles, forms, images, etc [30]. An HTML document usually consists of several HTML
elements. Each element starts with a start<dp\GNAME > and ends with an end-tag
</TAGNAME >. A table in an HTML document is delimited by the tagSABLE > and

<ITABLE >. In each table element, there may be tags that specify the structure of the table.
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For example<TH> declares a heading; TR> declares a row, and TD> declares a data
entry. We cannot, however, count on users to consistently apply these tags as they were
originally intended. For example, as Figure 3.1 shows, the attribigas Make Model

Trim and etc. are not tagged ByTH>, but by <TD>. Another important issue is that

the presence of TABLE >/ </TABLE > tags does not necessarily indicate the presence of

a data tablé. For example, in Figure 1.2, TABLE>/</TABLE> encloses all the in-
formation undePre-Owned Inventory< TABLE > /</TABLE > also encloses the address
and contact information at the end of this page. But these two “table” elements are not part
of thereal tablg but instead make use of tags for layout. Furthermore, notallkablesin

a Web page contain information of interest. In addition, even for an HTML file within the
specific domain, there may exist one or magal tablesthat present similar information

not actually of interest. For example, a Web page for cell phone plans may also contains a
table about different cell phones which is not of interest and not suitable for the cell-phone-
plan application domain, or a Web site that introduces soccer players (which may be the
domain of interest) may also contain a table about coaches.

Given an application domain, our table-location task is to determine if there is a
table of interest for this domain and to find the fundamental table of interest in the top-level
page and the tables of interest in linked pages, if applicable. To resolve the table-location
problem, we face all the problems mentioned in the introduction,Meltiple Panes, Ta-
bles for Layout, Table Rows Not in Table, Tables Displayed Piecemeal, Tables Spanning
Multiple PagesandNo Table Tag We also face other problems we have encountered, in-
cluding some that our system handles, such as folded tables and factored rows, and some
that we report as future challenges in Chapter 6.

In order to identify the fundamental table of interest from a given Web document,
we first parsed the Web page and represented all the elements in that document with the
document object mod€DOM) [21]. We then isolated all the potential table elements (all

elements betweeaTABLE > begin and</TABLE > end tags) in order to facilitate further

1A data tablehere means a table that is for information storage which contains highly structured and
database-like information such as table in Figure 1.2.

16



CHTML >
<Table bhorder ="1"=
<TR><TH ROWSPAM ="2"><TH COLSPAN
<TH ROWSPAN ="2"><TH COLSPAM
<TH ROWSPARM ="2">ENGIMNE
CTR>=<TH=CITY <TH>HWY
STH-IMVOICZCE<TH=-RETAI L|
<TR><TH=2001 Honda Sivic D=« TH>
<TD=>39mpg</TD>
<TD=33mpg</TD>
<TD>$ML</TD>
<TD=>%12, 810</TD>
<TD=>Ll.7L Id 115HP<ATD>
<TR><TH=2001 Honda Civic H=< TH>
<TD>36mpg</TD>
<TD=44mpg</TO>
<TD>$ML</ TDx
<TD=%13, 610« TD>
<TD=x1.7L I4 117HP</TD>
<TR><TH>2001 Honda Ciwic L=</ TH:>
<TD=33mMpg</TD>
<TD>39mpg</TD>
<TD=$ML</ TDx>
<TD=%14, 910</TD=
<TD=x1.7L I4 115HP</TD>
<TR><TH=>2001 Honda Ciwvic Ex</TH>
<TD=>32mpg</TD>
<TD=37mpg</TD>
<TD=$ ML/ TD>
<TD=%16, 510</TD>
<TD=1.7L I4 127HP</TD>
</Tablex>
</ html=

“2‘
“2‘

"*FUEL ECOMNOMY
'"*PRICE

Figure 3.1: An Example of an HTML Table
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processing. Here we give a short introduction to DOM and how we used DOM to represent

an HTML document in order to achieve our goal.

3.2 DOM Representation

A DOM tree is an ordered tree, where each node is either an element node or a text
node [17]. An element node has a node name which indicates the HTML tag of this node
(such as<TABLE>, <TH> and<LI>) and an ordered list of child nodes (this list can
be empty). A text node has no child node and contains only a text string which is the text
content of its parent node.

In our use of a DOM tree, we ioslate all the table subtrees. For example, Figure 3.2
is the DOM tree for the table in Figure 3.1. Observe that the leaves of the tree are all
text nodes which contain the text values we see through the Web browser in each cell
of the table, and the parents of these text nodes are element nodes that give us valuable
information about the structure of the table. We can thus analyze the structure and the text
contents of this table and decide if this table is a fundamental table of interest by using

several heuristics, which we discuss in the next section.

TABLE

A
M
s

/"'//)/It N
{ % % 0

Jo P ® W mw
7 ‘/ ) Y

me VGO Hemdn; 5y 32 SNL  Siggi0  1.7L
A vieEX “®

127HP

NN
™omoT T

/ 7 ] : - B
CITY  HWY INVOICE  RETAIL o / N TN
g o \ \ / “
i \ X w2 ] C
S 3 L
> / \

2 f/ f/‘ \\ \\

1
2001 Horda 33 33 enL 812810 17L
Civic DX W

/,/’ f {
- me mpg 2001 Horda 39 33 eNL  S14910 1.2
’ \ - Civie LX a8 “
116HP
\

™
™ ™
ROWSPAN="2"
s ROWSPAN="2" ROWSPAN="2"
™

OLSPAN="2" ENGINE
ZJ COLSPAN-"2"

EL
ECONOMY PRICE

117HP

Figure 3.2: DOM Tree of the Table in Figure 3.1
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3.3 Table Location Heuristics

Our table-location task is to find both the fundamental table of interest in the top-
level page fop-level Tablg and the table(s) of interest in the linked pages. Since tables
of interest that appear in these two kinds of sources usually have different structures and
features (although they do, of course, share some common features), we treated them dif-

ferently by using two sets of heuristics.

3.3.1 Location — Top-Level Tables

In order to create a set of proper heuristics that covers as many cases as possible and
maintain high accuracy, we first gathered information about top-level tables by considering
several Web pages, which we call a “training $eBased on the training pages, we found

the following features of interest about top-level tables:

1. A table of interest must look like a table to a human observer.

2. A table of interest must have a schema-likew (or column) within the first few

rows (or columns).

3. A table of interest must contain enough information of interest (i.e. information that

our ontology recognizes).

Based on these features, we developed a set of heuristics for the main table-location

task. Our system resolves the problems of finding the main table of interest as follows.

e Table SizeThe main table must have at least three rows and at least three columns.
As an example, by this heuristic, the system successfully discarded the table about

contact information and address in Figure 1.2.

e Grid Layout We can count the number of data cells in each row in a table. Letting

N be the number of rows in the table that has the most common number of data cells

2We used this set of pages to help us identify needed heuristics. (This is not a training set in the machine-
learning sense.)
3Here, “schema-like” means a set of descriptive names that are like attributes in a relational table.
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and M be the number of rows in the table, the rafig A/ must excee@/3. This
ensures that the vast majority of the rows extend across the width of the table and

thus that the table, at least roughly, has the expected geometry of a table.

For example, suppose the table of interest in Figure 1.2 (the one in the middle with
attribute name¥ear, Make and ModelPrice, etc.) only has 9 columns. For the large
table which starts witiPre-Owned Inventoryand ends with the email addreEs
mail:salesibobhowardautalealerspaceom there are 9 rows that contain 1 value,

9 rows that contain 6 values and 4 rows that contain 4 values. Therefore, the Grid
Layout Measure is 49+9+4) = 0.41< 2/3. Thus, the system discards this large

table.

Attributes Based on the keywords and the object-set names for the various object
sets in our extraction ontology, we have a reasonable idea about what some of the
attribute names for a table should be. For example, we include possible synonyms
for each attribute such adiles, Mi, and Odometerfor Mileage and Manufacture
andBrandfor Make We also include some popular attributes that commonly appear
in source tables but are not an attribute in our target schema because of a different
granularity. For example, we includ&hiclewhich could possibly represents several
target attributes such &sake Model andFeature Trim which could be part of the
target attributéModel andColor which could be one of the subsets for target attribute
Feature We look for a row near the top which contains the most common number
of data cells and from which we have been able to extract 60% of the data entries as
attributes—these attributes, of course, must be distinct. (Note that we do not depend
on the table creator to mark the attributes witkk@H> tag.) If we cannot find an
attribute row in the table, we try columns, preferably leftmost columns. If we find
an attribute column, we can transpose the table so that the attributes are in rows.
By using this heuristic, the system can also discard the large table which starts with
Pre-Owned Inventorgnd ends withe-mail:salesibobhowardautalealerspaceom

in Figure 1.2 (no matter how many columns the middle table contains) because it

cannot find an attribute row within the top few rows or columns.
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¢ Value Density Based on the values expected for the various lexical object sets, we
find all ontology-recognized strings. If the ratio of the number of characters in rec-
ognized strings to the total number of characters in strings within the table exceeds
10%, we have some reasonable evidence that the table is of interest for the applica-
tion. (Although 10% may seem low, previous experiments with density [25] show
that the density test should fail only for extremely low percentages, usually below
1%.) By using this heuristic, we ensure that the table contains some information of

interest.

3.3.2 Location — Linked-Page Tables

For tables in linked pages, table detection is different. Tables that appear in a linked
page usually are either attribute-value-pair Tablsuch as the table under the car picture
starting withPrice $21,988in Figure 1.3, or asingle-attribute Tablestarting withFeatures
and on the left side of the car picture in Figure 1.3. We use the following heuristics for

these tables.

Attribute-Value-Pair Table

e Table Size We do not expect sub-tables to be as large as top-level tables. Thus we

only require at least two rows or two columns.
e Attributes This is the same as for top-level tables.

e Attribute-Value-PaifTo locate table components that contain attribute-value pairs, we
look for a pair of columns where the strings in the first column have been extracted
mostly as attributes and the strings in the second column have been extracted mostly
as values. The table component in Figure 1.3 is an example—the left column starting
with Price contains many strings our extraction ontology recognizes as attributes, and
the right column starting witl$21,988contains many strings our extraction ontology
recognizes as values. Sometimes these types of tables are folded, so we must consider

several pairs of columns side by side. As for other attribute tests, we use 60% as our
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threshold. We also check for row pairs in the same way to locate table components

formatted with the attributes above the values, rather than to the left.

e Page-Spanning TablegVe follow a selected number of links from the top-level table
to obtain several linked table rows. We then check the variability—attributes tend
to remain the same from page to page (although sometimes table rows have more
or fewer attributes), while values tend to vary (although some, such as colors, body

styles, and transmission types are often identical).

Single-Attribute Table

To find lists like theFeaturedlist in Figure 1.3, we look for acUL> or an<OL>
tag or for a<TABLE > tag followed by a single-column table structure. We confirm that
the single-attribute table is of interest by checking whether the ontology recognizes at least

60% of the strings as values of interest.

3.4 Table Preprocessing and Understanding

After detecting tables of interest (both on the top page and on linked pages, if appli-
cable), the next step is to analyze the structure of these tables in order to fully “understand”
them (by “understanding”, we mean to associate values with their corresponding attributes
in the tables).

A top-level table sometimes contains multiple rows (or columns) of attributes, table
headers, table factors, or irrelevant information that needs to be ignored during extraction.
In order to extract this kind of information correctly, the system must understand the given
table properly and preprocess the table according the table structure. In this research, we
first try to find the attribute row(s) (or column(s)). According to the attribute position and
some other structural information, we can then locate table headers and factors and finally
associate attributes and values.

As discussed in the previous section, the system has already detected all the attribute
row(s) or column(s) for a table. We can make use of linked components of the top-level

table to help determine with certainty which strings are attributes and which are values by
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observing that the attributes remain the same across pages while the values change. For
the page in Figure 1.2, for example, all subsequent pages link&hbw 25 mordave
identical attributes on the top row of the table, nam¥édar, Make and Model, Price, Miles,
Exterior, Photo Indeed, in this way, we are likely to be able to identify attributes, such as
Photq even when they are not in our application ontology.

After determining the position of attributes, the system then determines the structure
of the table. In this research we only consider tables with attributes on the top or attributes
on the left. Since we can always convert an attributes-on-the-left table to an attributes-
on-the-top table or vice versa, in this section we just discuss tables with attributes on the
top.

We first list several pre-processing issues the system resolves.

e Folded TablesFigure 3.3 shows an example of a folded table in a linked page (folded
tables usually appear more frequently in linked pages than in top-level pages). Some-
times for layout reason or sometimes because a table has so many columns, table
designers fold them for viewing on a single page or in a single window either by
placing the second half of the columns below the first half of the columns or by mak-
ing two (or more) rows of attributes at the top that associate with pairs (triples, ...)
of values in the columns below. If more than one attribute row appears, we compare
the attribute rows. If they are not the same, we treat the table as a folded table; other-
wise we remove the duplicate attribute rows. For a folded table, we unfolded it and
appended the the second (and third, ...) folded part(s) to the first one. Thus, after

unfolding, the table in Figure 3.3 becomes the table in Figure 3.4.

e Factored Value RowsWe consider as possible factored values those values in each
table row where the row has less than half the cells filled and the cells that are filled
are adjacent left-most fields. Figure 3.5 shows an example of a table that has factors.
We add factored values that are below the attribute row to all subsequent rows until
the next row of factored values. For values that are above the attribute row, we check
if the row right below the attribute row is a factor row. If it is, then we consider all

the values above the attribute row as table headers, which we will discuss in the next
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|Home| Inventory | VYehicle Locator | Credit Department | Directions | Meet the Stafi | E-mail Us|

5o back to Inventory List

O DS FR0—

J's Cars
15452 Dahlgren Rd
Dahlgren, VA 22448

800-831-3001 | FAX 540-663-3329 salesi@iscars.com

Visit Us Online
Year: | 2002 Body 4DR. A/C  [Yes
Make: | [SUZL Color PEWTER Motor | 6
Model: | AXIOM 4W0  [Transmission | A Miles | 26245

QUR PRICE $19995

Frices subifect to charmge without notice. Not responsibie for arrors or omssions

Figure 3.3: An Example of Folded Table in a Linked Page (www.jscars.com [35])

Year: 2002

Body 40R,

ASC Yes

Make: 157U
Color PEWTER
Motor o]

Model: AXIOM 40D
[Transmission A

Miles 26245

Figure 3.4: The Unfolded Table for the Table in Figure 3.3
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paragraph. If it is not, then the row right above the attribute row is considered as a
factored value. Thus we also add these factored values to the all subsequent rows
(except the attribute row) until the next row of factored values. Figure 3.6 shows the
altered table for the table in Figure 3.5. We eliminate rows that do not satisfy these
factoring criteria—presumable these are not value table rows—for example, the row

of buttons at the bottom of the table in Figure 1.2.

Year Nakc  Hodel Stock En's  5ei°
rice
2001
Chryzler @ Intrepid FT2h 30, 000 F17, 285.00
Chrwzler Sebring JEI 221894 18,000  §30,%88.00
Dodge g;gf_]f Caravan 5E  geyg 21,000  $26,988.00
2000
Chrysler Cirrus L¥ FE9E 32,000  §13, 988,00
Chrysler Cirrus LX FTO& 38, 000
Chrysler Cirrus LX Fai0E  3&, 000 Fi8, 285,00

Dakota Guad Cab

Dodge 221774 47,000  $23, 988.00

Sport
Hornda Civic ZE 2207TTA BT, 000 15, 988,00
Jeep 1T Sport FT22 21,000  §$22, 988, 00
1995
Chrysler | Intrepid FToeM 44, 000 f14, 988, 00

Chrysler Townm & Country LTD  FTTIM 28,000  §$32, 285.00

Figure 3.5: An Example of an Internal Factor

e Table Header A table header usually appears in a row above the attribute row. It
only appears once and is normally short. For exantteda Civicis a table header
that factors all the cars in the table in Figure 3.7. Our system considers as table
headers those rows that are above the attribute row, marked by onkyTde or
<TH>, and have not already been recognized as table factors. After detecting a table

header, the system adds a new column with an empty attribute and places the header
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Year Nake  Nodel Stock e E

Price

FEOT

2001 Chrysler |Intrepid FT25 30,000 @ $17,988.00
2001 Chrysler Sebring J¥I 221894 18,000  $30, 988,00
2001 g0, gm‘d Caravan 5B prig 21,000 @ $26, 988. 00

port

2000

2000 Chrysler @ Cirrus L¥ F698 32,000  $13,988.00
zpop “hrysler Cirrus LY ET0& 38, 000

opon Chrysler |Cirrus LX Fal0B  3g, 000 Fis, 285,00
2000 Dodge g;l;ff:a Wz Cab 2217TA | 47,000  $23, D88. 00
2000 popda Ciwic SE 220774 57,000  §15, 988,00
2000 Teap IJ Sport F722 | 21,000 @ $22,988.00
1008

1999 Chrvsler | Intrepid FToaM  4g, 000 Fi4, 285,00

1999 Chrysler Town & Country LTD F7TIM 28,000  §32, 988.00

Figure 3.6: The New Table with Years Distributed to the Value Rows for the Table in Figure
3.5

in value rows of the table. The system repeats this process until all the table headers

are processed.

¢ Irrelevant Information Our heuristics may consider some irrelevant information as
table headers or factors. Our heuristics, for example, consider th@@oxehicles
found within 100 miles of 8460® Figure 3.7, as a table header. It is actually in-
formation that is not of interest. Because our system depends on value recognizors
within an extraction ontology, our system ignores most of the irrelevant information;
therefore, incorrectly distributing irrelevant phrases to value rows rarely affects the

final mappings.

After being preprocessed (removing duplicate attribute rows, unfolding, distribut-
ing factored values and headers), a table in a top-level page has a format similar to a relation
in a relational database. (Figure 3.8 shows an example.) For each record (row) in the orig-
inal table, we keep track of the tuple ID (the first column in the new table) in order to

facilitate the later extraction.
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Honda Civic
20 wehicles found within 100 riles of 24506,

Vehicle Distance Price Mileage
19393 EX 4 oyl - 2dr -man - black16s 28 mi. $15.9296 10945
1997 Hx 4 oyl - 2dr -rman - black143 28 mi. $10,295 43146
1997 LK 4 ol - 4dr -auto - green 37 mi. $12,500 28655
1998 DX 4 oyl - 2dr -auto - green 4G rmi. $12,695 35240
1995 DX 4 eyl, - 2dr -man - gilvar 46 mi, £10,79%5 36475
1998 Hx 4 cyl, - 2dr -auto - silver 46 mi, $12,995 16487
1998 EX 4 cyl, - 2dr -auto - silver 46 i, $14,695 34291
1993 LK 4 cyl, - 4dr -auto - white 4& mi. £1=2,095 43655
1997 Lk 4 cyl, - 4dr -auto - black 46 i, £12,795 53920
1997 EX 4 oyl - 2dr -man - green 46 mi. £13,395 45083
1997 DX 4 vl - 4dr -man - blue 46 mi. £11,795 43899
1997 DX 4 oyl - 2dr -auto - black 46 mi. £11,695 47000
1997 EX 4 cyl, - 2dr -man - green 46 mi, $13,695 20000
1997 D= 4 cyl, - 4dr -man - silver 46 mi, $11,895 S0163
1997 FX 4 rul. - adr -rmman - klark 4 A i, +13.495 sa0nn

Figure 3.7: An Example of Table Header (www.autobytel.com [3])

TuplelD | Year | Make and Model | Price Miles | Exterior | Photo
t1 1999 | Pontiac Firebird | Contact Us| 32,883 | Blue

t2 2000 | AcuraRL 3.5 $23,988 36,657 | Silver

t3 2002 | Honda Accord EX| $21,988 13,875 | White

t4 2002 | Honda Passport | $20,988 10,410 Black

Figure 3.8: Top Table After Preprocess for the Table in Figure 1.2
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TuplelD | Body Type| Body Style| Transmission| Engine Fuel Type | Stock Number| VIN
t1
t2
t3 Car Coupe Automatic 3.0L 6 cyl Fuel Injection| Gas 350291A 1H...644
t4

Figure 3.9: Extended Table of the Information in Figure 1.3

Sometimes, each record (row) in the top-level table may have one or more links
that link to other pages. If tables have linked pages, they usually describe detailed infor-
mation for the corresponding top-level records, and each table describes information for
one record, as in Figure 1.3. As described in Section 3.3.2, tables that appear in a linked
page usually are either an attribute-value-pair table or a single-attribute table. We consider
these two kinds of tables as tables extending over several linked pages. Each table con-
tains values for one record over a set of attributes. Therefore we can collect values for the
“extended” table crossing linked pages.

For attribute-value-pair tables, consider the table under the car picture that starts
with Price $21,988in Figure 1.3 as an example. Figure 3.9 shows the extended table for
this example. The information in Figure 1.3 is for the third car in the table in Figure 1.2.
Observe that in Figure 3.9, we do not include all the attribute-value pairs that appear in the
attribute-value-pair table in Figure 1.3. Attributesgce, MileageandExterior are already
in the top-level table, therefore the system does not duplicate them in the extended table.
Although attributeMile in the top-level table and attribuMileagein the linked-page are
not exactly the same, the system can detect these as synonyms with the help of keywords in
the ontology. In addition, at the value level, our ontology recognized the samel&Ri£S
under these two attributes. Therefore, we know that these two attributes describe the same
information.

When we encounter an attribute-value-pair table in another linked page, we can
add values under their corresponding attribute in the specific position (according to their
tuplelD). For example, if thdody Typefor the first car isSedan we addSedanin the
second row (TuplelD t1) under attribuBody Type It is possible that the attribute-value
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TuplelD | Features

t3 Air Conditioning

t3 Driver Side Air Bag

t3 Passenger Side Air Bag
t3 Anti-Lock Brakes

Figure 3.10: An Example Result Table for Single-Attribute Table

pairs differ (usually only slightly) on different linked pages. If there is a new attribute
that is not included in the extended table, we add this new attribute in the extended table
and add the corresponding value in its proper position under this new attribute. We repeat
this process until all the information in attribute-value-pair tables in all linked pages are
considered.

The table undeFeaturesin Figure 1.3 is a single-attribute table. It, by itself, can
be converted into a column in a relation in which each row has the same tuple identifier
(because every value pertains to the same object.). For the example in Figure 1.3, our
system transforms it into the table in Figure 3.10.

Hence, our table recognizing system transforms the structured information (top-
level table, attribute-value-pair table and single-attribute table) in both the top-level pages
and linked pages into a format similar to relations in a relational database. In the next chap-
ter, we discuss how to map source attributes to target attributes based on the information

we have.
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Chapter 4

MAPPING INFERENCE

After preprocessing and understanding the table, the system has converted the struc-
tured information into one or more table structures that are similar to relations in a relational
database. We then can infer mappings from these source “relations” to the target object sets
in our extraction ontology (i.e. infer a mapping from source attributes to target attributes).
We infer mappings in two steps: (1) generate and adjust attribute-value pairs in preparation
for mapping recognition and (2) use patterns of recognized attributes and values to infer

mappings.

4.1 Generate and Adjust Attribute-Value Pairs

In one column in a source table, the attribute names the type of values under it.
Although we can sometimes determine the type of a value without an attribute, the attribute
often provides valuable context information for ontology extraction. Therefore, pairing a
value with its corresponding attribute may help our ontology recognize more information
from the table. For example, the attribute-value pairs we form for the attribute-value-pair

table in Figure 3.4 is:

{Year: 2002, Body: 4DR, A/C: Yes, Make: ISUZU, Motor: 6; Model: AXIOM 4WD,
Transmission: A, Miles: 26245

Observe that in this example, we may not be able to determine the type of some
values without their attributes such as valueMiotor: 6 andTransmission: AThe digit6

and letterA may not provide enough information by themselves without their corresponding
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attributes. With the help of attributes, however, we can determine the type and meaning of
those values.

Another interesting issue our example show\€: Yes— an attribute with a
Boolean value. We process Boolean values by replacing them with attribute-name val-
ues. For our running example, the adjusted attribute-value pairs befdeas: 2002,

Body: 4DR, A/C, Make: ISUZU, Motor: 6; Model: AXIOM 4WD, Transmission: A, Miles:
26245;. Here, the Boolean-valued attribute-value g@ifC: Yes has becomé/C, mean-

ing the car has A/C (air conditioning). If there is an attribute-value pair with vateve
simply replace it with an empty string, meaning the car does not have the feature indicated
by the attribute. For example, the first value row of the table in Figure 4.1a would be trans-
formed to{Make: ACURA, Model: legend, Yr: 1992, Colour: Grey, PricB500, Auto,
AM/FM }. Note that the attribute&ir Cond.andCD disappeared because this car does not
have these features.

When attribute names are the values and the values are Boolean indicators (e.g.
Yes/No, True/False, 1/0, cell checked or empy,or x), we need to decide what the
Boolean indicators mean. We have a dictionary of Boolean indicators that defines po-
tential meanings for each indicator. For an indicator Mesor No, we can know for sure
what they mean. Some other indicators, however, could have different meanings in differ-
ent situations. For example, ancould meanyeswhen an empty cell means; it also
could mean “no” when g/ meansyes If a Boolean value is in the dictionary, we check
the potential meaning of the indicator. If the indicator has only one meaning, we assign the
opposite meaning to the other Boolean value (if any) in the same column. If it has more
than one meaning, we then need to check the other Boolean value that appears in the same
column. For example, if we encounter ganand it has two meaningyesandno, in the
dictionary, we then check other operators in the same column. For example, we folind a
which has only one meaninges in the dictionary. We then can decide thieere does not
meanyes but meanso. Based on this heuristic, we can understand what a pair of Boolean

indicators mean as long as we can find them in our dictionary.
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Make Model Yr Colour | Price Auto | Air Cond. | AM/FM | CD
ACURA legend 1992 | grey $9500 Yes | No Yes No
AUDI A4 2000 | Blue $34,500 Yes | Yes Yes Yes
BMW 325e 1985 | black | $2700.00 | No No Yes No
CHEVROLET | Cavalier Z24| 1997 | Black | $11,995.00| No Yes Yes No
()
Make Model Yr Colour | Price Auto | Air Cond. | AM/FM | CD
ACURA legend 1992 | grey $9500 Auto AM/FM
AUDI A4 2000 | Blue $34,500 Auto | Air Cond. | AM/FM | CD
BMW 325e 1985 | black | $2700.00 AM/FM
CHEVROLET | Cavalier Z24| 1997 | Black | $11,995.00 Air Cond. | AM/FM

(b)

Figure 4.1: A Table that has Boolean Values and the Table Transformed pByQperator

After understanding the meanings of the Boolean indicators, we can transform them
into attribute-name values with the help of @perator which we introduce here. Syntacti-
cally we write 6{{ =7 where A is an attribute of relatiom andl” and F' are respectively
the Boolean indicators for th&érue value and thdralse value given asA values inr.

The result of the5 operator isr with the True values of theA column replaced by the
string A and theFalse values ofA replaced by the null string. As an example, consider
Auto  gAir Cond. gAM/FM gGD 1 \yhich transforms the tabl® in Figure 4.1a to the ta-

Yes,No/”Yes,No Yes,No MYes,No

ble in Figure 4.1b.

4.2 Infer Mapping

In this section, we discuss how to infer mappings from the source-table attributes
to our target schema. We first describe the patterns and regularity in the source table that
we need to recognize and define the threshold we used to recognize those patterns. We
then discuss how to infer mappings according to those patterns with the help of standard

relational algebra operators and some extended relational algebra operators.

4.2.1 Pattern Recognition

Our system represents a source table (top-level table as well as tables in linked

pages) as one or more relational structures that are similar to relations in a relational
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database. The values in each relational structure are formatted as attribute-value pairs and
each Boolean value is transformed into a proper value. Based on this source representa-
tion, we infer mappings by using our ontology-extraction technology. As we mentioned in
Chapter 2, our extraction ontology is source independent, which means we do not have to
generate a new ontology when a new source document is encountered. It is hard, however,
to guarantee that our ontology covers everything. We do not expect our system to recog-
nize all the source values. Instead, our purpose is to find data regularity and infer mappings
depending on the recognized results.

Because of the special layout structured tables have, we know all the values un-
der a single attribute in a source table should be extracted to a same attribute or set of
attributes in the target schema. Given the recognized extraction and its regularity in the
source document, our system can measure how many values under a source attribute are
actually extracted to a particular set of target attributes. If the number is greater than a
threshold, the system can infer mappings between source and target attributes according to
the regularity observed. Given a set of mappings, the system can then extract data into the
target database, including not only the recognized values, but also all other values that fit
the pattern. By doing so, we are likely to be able to increase both the precision and recall
of the extraction. We talk about the experimental results in detail in Chapter 5.

In order to infer as many correct mappings as possible and, at the same time, avoid
unnecessary incorrect mappings, an appropriate threshold is important. A high threshold
would result in the low mapping rates (low recall) while a low threshold would result in
many error mappings (low precision). In this thesis, we define the threshold to be the
Golden Mean, also called the “divine proportion”[2]. This constant can be calculated by
(/5 -1)/2 ~ 0.618. The term "Golden Mean” is derived from Horace’s Latin transla-
tion of “aurea mediocratas,” which means a sensible way of doing things or the avoidance
of extremes. In mathematics and real life, the Golden Mean often represents a balanced

threshold [2]. Therefore, in our research, we also use this ratio as our threshold.
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1. Make matches [10]

2. constant

3. { extract " \bacura \b"; },

4, { extract " \balfa(( \s*-)romeo)? \b"; 1},
5. { extract " \bamc\b"; 1},

6. { extract " \bam(\s*|-)general \b"; },
7. { extract " \baudi \b"; },

8. { extract " \bbentley \b"; 1},

9. { extract " \bbertone \b"; 1},

10. { extract " \bbmwb"; },

11. { extract " \bbuick \b"; 1},

12. { extract " \bcad(illac)? \b";  }

13. { extract " \bchev(y|rolet)? \b"; 1},
14. { extract " \bchrysler \b"; 1},

15.

Figure 4.2: Data Frame for the Make Object Set in Car-Ads Extraction Ontology (Partial)

4.2.2 Mapping Inference

Our purpose is to match source table attributes with target attributes (object sets
in the ontology). As discussed in Chapter 2, an extraction ontology contains information
about object sets, relationships, and data frames. Each object set has a data frame that
defines the potential contents of the object set. A data frame for an object set defines the
lexical appearance of constant objects for the object set and establishes appropriate key-
words that are likely to appear in a document when objects in the object set are mentioned.
In order to find mappings from source attributes to the object sets, we apply each data
frame to each column in the source table to see if we recognize enough values, so that the
percentage of recognized values is greater than the threshold.

Figure 4.2 shows a partial data frame for objectMakein our car ontology. Now
let us see if there is any attribute in Figure 4.1 from which we can map this object set. We
attempt to recognize values in each column in Figure 4.1 with regular expressions in the
Make data frame, and we keep track of the number recognized. In our example, for the
first column we recognized 100% (e ACURAmatches using Line 3 in Figure 4 AUDI
matches using Line BMW matches using Line 10 arf@HEVROLETmatches using Line

13). For the rest of columns, however, we recognized nothing. Therefore, we can infer
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Make | Model
Honda | Civic
Nissan| Sentra

Figure 4.3: Columns Added to the Table in Figure 4.4 by&i@perator

a mapping fromMakein the source table tMakein the target ontology. This is a direct
mapping. Similarly, we can obtain mappings fréfodelto Model Yr to Year, andPrice

to Price. The mapping fron¥r to Year, however, is not a direct mapping, because we need
a renaming operatqr.

Except for simple renaming, indirect mappings are more complicated, and the sys-
tem needs the help of more operators. As we can see, values if"tB& @olumns in
Figure 4.1 should all go under a single target attrifeggature In this case, the system
needs to gather them together and consider each of them as a separate value under one
target attribute. We gather values together with the union operator

Another case is recognizing a value that should be split. For example, we detect
that all the values under attributeake'modelin Figure 4.4 are merged and need to be
mapped separately tdakeandModelin the target schema as Figure 4.5 shows. We can
divide values into smaller components witld aperator which we introduce here. We de-
one for each new attributB, ..., B,, respectively. Associated with eaéh is a procedure
p; that defines which part af becomesy;. In this thesis we specify each proceduyxe
by regular expressions similar to those defined for extraction ontologies in Figures 2 and
4.2. The result of thé operator is- with n new attributesj, ..., B,,, where theB; value
on row £ is the string that results from applying to the stringv on row k for attribute
A. As an example, considé fg,'j:/]ef;j:llT whereT is the table in Figure 4.4, the expres-
sion associated withakeis extract " \S+" context " \S+\s" which extracts the
characters of the string value up to the first space, and the expression associakddadeith
is extract " \S.*" context " \s.+" which extracts all the remanning characters
in the string after the first space. This operation adds the two columns in Figure 4.3 to the

table in Figure 4.4.
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year | make/model | color | bodytype
1999 | Honda Civic | Green| 4 dr sedan
1998 | Nissan Sentra grey | 2 door coupe

Figure 4.4: An Sample Source Table

Car | Feature
0001 | Green
Car | Year | Make | Model | Mileage | Price | PhoneNr|| 0001 | 4 dr

0001 | 1999 | Honda | Civic 0001 | sedan
0002 | 1998 | Nissan| Sentra 0001 | grey

0002 | 2 door
0002 | coupe

Figure 4.5: Extracted Result from the Table in Figure 4.4

If we consider the right-most table in Figure 4.5 as the source table and the schema
in table in Figure 4.4 as the target schema, we encounter another issue. Values under the a
same attribute need to be associated with different target attributes. In our ex@mgae,
andgrey under the source attributeeatureassociate with the target attributelor, and
other values unddfeatureassociate witlieaturesin target. In this case, we need to apply
a selection operatar. Here thes operator is not standard because it may have a regular
expression as an argument. The selection opesatosr selects those rows in a relation r
whose values under attribute A contain a string recognized by regular expression e.
Sometimes, the values of interest are scattered in unstructured or semistructured
documents. For this kind of direct extraction we introduceedloperator, which is based
on a given extraction ontology. We defiag as an operator that extracts a value, or values,
from unstructured or semistructured teéxor object setS in the given extraction ontology
O according to the extraction expression fm O. Thee operator extracts a single value
if S functionally depends on the object of interesh O, and it extracts multiple values if
S does not functionally depend an As an examplet pj,onen. P €xtractsl-877-944-2842
from the unstructured text in page in Figure 1.3 and returns it as the single-attribute,
single-tuple, constant relatiofPhoneNr 1-877-944-284%. \We can use the operator in

conjunction with a natural join to add a column of constant values to a table. For example,
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T, | Make | Model | Trim T | Make | Model | Trim | Model with Trim
Ford | Contour| GL Ford | Contour| GL | Contour GL
Ford | Taurus | LX Ford | Taurus | LX | Taurus LX
Honda| Civic EX Honda| Civic EX | Civic EX

Figure 4.6: Application of the Operator to Tablg Yielding TableT;

assuming the phone numkeB877-944-2842ppears in page with the table in Figure 1.2,
which indeed it does, we could appdynonen-P X T to add a column foPhoneNrto
tableT in Figure 1.2.

Figure 4.6 shows another case we need to handle. Values Mutkl and Trim
in the source tablel| in Figure 4.6) should go together as a single value uMigdelin
the target If we can recognize which values we need to merge, we can merge them with
a~y operator which we introduce here. Syntactically, we wyite_ 4, 4,7 WhereB is
a new attribute of the relationand eachd; is either an attribute of or is a string. The
result of they operator is- with an additional attributé?, where theB value on rowk is a
sequential concatenation of the rawsalues for the attributes along with any given strings.
As an example, considen et with Trim — Model+ * +Trim 11 Which converts Tablg7 in
Figure 4.6 to Tabld5.

Sometimes, one mapping may involve more than one operator. We can, for ex-
ample, take a union ofolor and body typein Figure 4.4 to form part of the set for
Feature in Figure 4.5. After adding needed projection , split, and renaming opera-

. . : : bodytype
tlonS, thlS union ISOcolor — Feature/]rcolorT U Poodytype; — FeatureT bodytype: 5bodytypel,bodytypeg-r

U Phodytypes — FeatureThodytypesOpateries sodytypes T» WNETET is the table in Figure 4.4.

Now that we have the operators we need, we can give examples. Figure 4.7 gives the
mapping from the source table in Figure 4.1a to the target schema in Figure 4.8. Observe
that we have transformed all the Boolean values into attribute-name values and that we
have gathered together all the featureseaturevalues. Figure 4.9 gives the mapping for

the car ads from the site for Figures 1.2 and 1.3. Observe that we have split the makes and

1Currently, our system does not handle this case. To implement value merging, we should apply data-
frame value recognizers to all possible concatenations of values in unrecognized columns.
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Target Attribute

Source Derivation Expression for Value Sg¢

2ts

Year

PYr — Yearﬂ-YrT

Make TMakel
Model T Model ]
Price 71-Pm'ceT’
Feature PColour — FeatureTColour

uto

A
U PAuto — Featureﬂ—AutoﬁYes, NoT

U PAir Cond. «— FeatureT Air Cond‘ﬁ

U PAM/FM — Featureﬂ-AM/FMﬁ

CD
U PCD «— FeaLtureﬂ-C'DﬁYesy NOT

Air Cond.T
Yes, No
AM/FMT
Yes, No

Figure 4.7: Inferred Mapping from Source Talilein Figure 4.1a to the Target Table in

Figure 4.8

Car | Year | Make Model | Mileage | Price PhoneNr Car | Feature

0001 | 1992 | ACURA | legend $9500 0001 | grey

0002 | 2000 | AUDI A4 $34,500 0001 | Auto

0003 | 1985 | BMW 325e $2700.00 0001 | AM/FM

0005 | 1999 | Pontiac | Firebird | 32,883 | Contact Us 1—877-944-2842{ 0005 | Blue \

0006 | 2000 | Acura RL 3.5 | 36,657 | $23,988 1-877-944-2841 0005 | Power Steerinq
0006 | Silver
0006 | Power Brakes |

Figure 4.8: Sample Tables for Target Schema

models as required, matched the synonytilss andMileage extracted th&honeNrfrom

the free text, and gathered together all the various featuriesadarevalues.
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Target Attribute| Source Derivation Expression for Value Sets

Year TVearl

Make TaakeO N ahe, Vivdel L
Model TModel Oy one Vgt " T
Mileage PMiles — Mileage™ Modell
Price Tpricel

PhoneNr €Phonenr” X T

Feature PEzterior — Featureﬂ'E:rteriorT

U PBody Type «— FeatureT’

U PBody Style «— FeatureT’

U PTransmission «— FeatureT,
U PEngine «— FeatureT’

U PFuel Type «— FeatureT’

U PFeatures — FeatureT"

Figure 4.9: Inferred Mapping from the Source Tabilem Figure 1.2,7" in Figure 3.9, and
T” in Figure 3.10 and from P, the page in in Figure 1.2, to the Target Table in Figure 4.8

40



Chapter 5

EXPERIMENTAL ANALYSIS

We now present the results of two experiments in the domains of car advertisements

and cell phones.

5.1 Car Advertisements

We gathered tables of car advertisements from more than a hundred different English-
language Web sites. Because of human resource limitations, however, we analyzed only
60.

Of the 60 car-ads tables we analyzed, 28 included links to other pages containing
additional information about an advertised car (Figures 1.2 and 1.3 show a typical exam-
ple). For all 60 tables, we first applied our system to identify and list attribute-value pairs
for tuples of top-level tables, and then for the 28 tables with links, we appropriately asso-
ciated linked information with each tuple. We then applied our extraction step and looked
for mapping patterns.

Since our objective was to obtain mappings (rather than data), it was not necessary
for us to process every tuple in every table. Hence, from every table, we processed only the
first 10 car ads. As a threshold, we required six or more occurrences of a pattern to declare
a mapping. A human expert judged the correctness of each mabpve considered a
mapping declaration for a target attribute to be completely correct if the pattern recognized
led to exactly the same mapping as the human expert declared, partially correct if the pattern

led to a unioned (or intersected) component of the mapping, and incorrect otherwise. For

LAlthough expert judgement for tables can sometimes be hard [31], establishing correctness results for
car-ads for our target table was not difficult.
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data outside of tables, the system mapped an individual value to either the right place or

the wrong place or did not map a value it should have mapped.

5.1.1 Results—Car Advertisements

We divided the 60 car-ads tables into two groups: 7 “training” tables and 53 “test”
tables. We used the 7 “training” tables to generate the heuristics we used in table locating
and table understanding. For the 7 training tables, we were able to locate 100% of the top-
level tables as well as all the applicable tables in the linked pages. For the 53 test pages,
we were able to locate 46 top-level tables successfully (86.8%). Among these 46 tables,
28 had links to additional pages with more detail about each car ad. Of the 28 additional
pages, 13 had structured car-ad information, while 15 included unstructured information
(which is fine for data extraction, but does not apply for generating table mappings). The
system correctly analyzed 12 out of the 13 linked pages of structured information; it also
incorrectly declared that it found structured information in 2 linked pages.

We also analyzed our mapping approach for successfully located tables from the
test set. For the 46 recognized tables, there were 319 mappings, of which we correctly or
partially correctly discovered 296 (92.8%), missing 23 (7.2%); we (incorrectly) declared
13 false mappings (4.2% of 309 declared mappings). Of the correct mappings, 228 of
296 (77%) came from top-level tables, while 58 (19.6%) came from linked tables, and 10
(3.4%) came from both top-level and linked tables. Of the 296 mappings we correctly
discovered, 121 (40.9%) were direct matches, in the sense that the attributes in the source
and target schemas were identical, and 175 (59.1%) were indirect matches. Of the 175
indirect matches, 28 used synonyms and thus required only renaming witiparator,

1 had Boolean values and thus required aperator, 93 included features scattered un-
der various attributes and in raw text and thus requiveahde operators, 2 provided only
factored telephone numbers and thus requireshd X operators, 53 needed to be split
and thus required & operator, and some required combinations of these operators (e.g.
synonyms and union). The values we needed to split came in a variety of different combi-

nations and under a variety of different names. We found, for exarBggcriptionas an
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attribute for the combinatiofear-Make+rModehFeature Model Coloras an attribute for

Make+Modek-Color, andModelas an attribute foYear-Make+rModel

Discussion—Car Advertisements

Locating the correct table and understanding it properly is not a trivial problem. As
we discussed in Chapter 3, we consider attributes, values, and table layout when seeking
a table. Our system failed to locate 7 out of 53 test tables. All but one of the 7 missed
tables contained uncommon attributes in the source page. For example, some Web sites
use abbreviations likBW, PL, CC, andAC; others include attributes that are irrelevant to
the extraction ontology, such &sage Click on ThumbnajlandLocation. This caused
our system to fail to detect an attribute row (or column) in a table, leading to a failure to
identify the correct table. The other table-location failure occurred because the top table
only had 2 columns, but we required a minimum size of 3 columns by 3 rows.

For linked pages, the system was not able to find the correct table (single attribute-
value pairs) for one site (out of 13). This is because all cars shared a single linked page
containing information for all the cars (a case we had not considered). Our system in-
correctly identified two linked pages as containing tables of interest because it interpreted
some values as attributes or vice versa.

As mentioned in our earlier discussion, discovering correct mappings can lead to
an increase in values extracted compared to what would have been found by the extraction
ontology alone and can also therefore lead to the acquisition of additional knowledge for the
extraction ontology. In our experiments, we required 60% of the values to match to declare
a mapping. Overall, we actually achieved roughly 90-95%, a much higher percentage.
This, however, leaves about 5-10% of the approximately 3,000 values encountered in tables
as being unrecognized by the extraction ontology (and potentially many hundreds more
since we processed only 10 car ads per site). Examples include non-U.S. models such as the
Toyota Starlebr Nissan Preseegelaborately described features suchedsscoping steering
whee] abbreviations not encountered previously sucleath intfor leather interior, and

features simply not encountered before, suctiipgomputer
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We missed 23 mappings and only declared 13 false mappings. Our system missed
10 mappings of car model because the extraction ontology was targeted to U.S. car ads,
and so non-U.S. ads introduced car models that our system did not recognize. The sys-
tem missed 2 price mappings, 1 mileage mapping, and 2 feature mappings because the
extraction ontology was overly restrictive. All of these problems can be corrected by minor
adjustments to the extraction ontology. The system missed another 5 mappings because of
bugs in the original documents (ill-formed HTML) or due to the use of special codes to in-
dicate particular values like colors. Sometimes Web sites use generic “filler” values such as
contact usplease call or unknownnstead of listing actual prices, mileages, and so on; we
missed 3 mappings for this reason. For the 13 incorrect mappings, 8 came from incorrectly
understood linked pages. One of these 8, for example, fagationto Model because
the location isAurora (a city in Colorado) which is also a model name for Oldsmobile. The
other primary confusion for our tool was distinguishing between numbers such as price and

mileage.

5.1.2 Cell-Phone Sales

The car-advertisements example uses our most mature extraction ontology, and so
we expected to achieve good results using it. To see how our table understanding ap-
proach works with less developed extraction ontologies, we tested our system in the U.S.
cell-phone sales domain. Figure 5.1 shows part of a top page of a typical cellular-phone ap-
plication, and Figure 5.2 shows part of a page obtained by clickinglde Local $29.99

We used the following target schema:

{Plan, Carrier, MonthlyFee AnyTimeMin OffPeakMin ContractLength
ActivationFee CancellationFee

{Plan, Feature}.

Similar to our car-ads experiment, we started with a training set of 5 cell-phone
Web pages, and we tuned our extraction ontology to handle these 5 cases. We then gathered
pages from 12 cell-phone Web sites for our test set, and found that our tool correctly located

top-level tables in 11 of them (91.7%). The table that was missed was excluded because it
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b U y. c o m @ ﬁfﬁj‘ﬁw\‘grigfhsmppi“g | @ gift certificates @ basket & my account @ help

computers  software callular  music games video dvd books bags clearance

search | | Search Cellular x| b Go Toll Free Ordering: 800-800-0800
@] FREE SHIPPING NO MINIMUM PURCHASE! sckcted items ony. Restrictions apply. ¢ CLICK HERE!
Home = Cellular > Product Information Company Info | Affiliates | Low Price Guarantee | Privacy Policy | FREE Camera
Below is a list of plans available in your area. If you would like to view plans available in

another area, please enter a new zip code. Otherwise, select a plan name to view it's
detail or select add plan to view the phones available with this plan.

[6a047 Go|

Step by Step - see which step you're on, it's simple czllular shopping.

Xcimgular :
* SelectPlan * Select Phone  Select Accessories * Checkout

Authotized Dealer

Cellular Rebates

= $50 Mextel Maotorala i60c,

Calling Plans In Your Area

i90 & i95¢l Mail in Rebate To compare plans, check up to three plans and then click the "Compare button
* $50 ATET wireless . . . . Add
Motorala WEDI Mail in * COMPARE Jiof:Tyu-1al 0511111} Plans (click for detail ) Minutes |Monthly plan

Rebate
* $50 ATET Wireless Nokia O Mextel | REIED |National Shared Add-On Plan a +20.00 Add
8265 & 3360 Mail in Plan
Rebate ] AETC-‘
« $100 ATET Wireless O ATET mLife Local $29.99 250 $29.99 Blan
Motarala T720 Mail in 5 7 S
Fabats r aTaT |G | MUfe Local Hest Genaration | ooy £29.99 Add
+ $100 ATET Wireless Nokia £29.99 ' Plan
2590 Mail-in Rebate z . dd
im] ATET mLife Mational $29.99 200 $29.99 Blan
T il
o mLife Mational Mext dd
Shopping for the r ATeT | G Generation $29.99 &8 R lan
IS preen Local Get Right Through 50 dd
cellphones? Find Local Let =gnt Thrmugn ol Jainie]
them here... | Nextel | Gl w50 Bonus Minutes 109 $35.99 lan
= Nextel | REmD Matiohal Yalue 300 200 £35.099 p%
Cellular Central =
* Why buy fram buy.cam? r ATAT | R mLife Local $39.99 so0 | $asgg | Sdd
* Easy Cellular Shopping 7 =
: mlife Local Mext Generation Aadd
« Wirsless 101 ATRT £30 00 600 | $39.99 | 5
« Cellular FAGs _AE-J“_

« wihy go digital? o aTeT |GEm®|  mlife Mational $39.99 550 | $39.99 | 5
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Figure 5.1: Web Page with Table of Cell Phones from Buy.com
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bate

10 ATET Wireless Mokia
20 Mail-in Rebate

~ Releases

Shopping for the
latest and greatest
cellphone=? Find
them here..,

ular Central

w buy frorm buy.com?

iv Cellular Shopping
reless 101

llular FAgs

w go digital?

Figure 5.2: Linked Page with Additional Cell Phone Information from Buy.com

luEal i YUl ingse sy igedl gz WAl juLs U rnnniuLeEs, drid rdr ey

local area.

Product Highlights

Monthly access fee £29.09
Activation fee £36
Contract length 12 Maonths
Early cancellation fee £175
Included minutes 250
Additional minutes £.45/minute
Domestic long distance £.20/minute

Billing increment

Rounded up to nearest minute

First inbound minute free

Mot applicable

Peak haours

Gam - 8:39pm

Off-peak hours

Qpm - 5:59am

Off-peak days

Fri 9:01pm - Mon 6:59am

Off-peak minutes option

Mot applicable

Eegional roaming

KNot applicable

Mational roaming £.69/minute
Woice mail Included
Caller ID Included
Call waiting Included
Three-way calling Included
Call forwarding £.45/minute
Text messaging Capahble
Account check Included
Detailed killing Included

Included Direct Connect minutes

KNot applicable

Additional minutes (private)

Mot applicable

Additional minutes (group)

KNot applicable

Mights & YWeekend Minutes

Unlimited

Mobile-to-Mohile Minutes

KNot applicable
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only had two columns, thus failing our minimum size threshold of 3 rows and 3 columns.
There were also 4 linked pages, all of which contained relevant tables that our tool properly
located. A human expert judged that there were 97 mappings relevant to our extraction
ontology in the 11 sites for which we correctly identified the top-level table. Our system
declared 103 mappings, of which 15 were false mappings (14.6%), and 88 were correct or
partially correct mappings (85.4%). In this experiment, 48 mappings came from top-level
tables (46.6%), while 52 came from linked pages (50.5%), and 3 came from both top-level
and linked pages. Our system missed 9 mappings (9.3% of 97).

Of the 15 false mappings, 6 came from linked tables, and in all cases these were for
the target attribut©ffPeakMin The other 9 false mappings came from top-level tables: 5
for AnyTimeMin 2 for ActivationFee and 1 each fo€ancellationFeeand OffPeakMin In
all cases, the false mappings were related to numeric attributes. With more context infor-
mation in the extraction ontology, our tool could do a better job distinguishing the meaning
of different numbers. As expected, the false-positive rate for the cell-phone domain is sev-
eral times higher than for car ads (14.6% versus 4.2%), which can be attributed partially
to the relative amount of effort spent in developing the corresponding extraction ontolo-
gies, and partially to the high degree of similarity between the domains of attributes in the
cell-phone application.

An interesting aspect of the cell-phone domain is that of the 88 mappings we cor-
rectly discovered, none were direct (as compared to 40.9% for car ads). That is, we had
to apply some transformation operator to every mapping in the cell-phone application: 38
mappings used synonyms and thus requirgdoperator for renaming; 34 mappings in-
cluded features scattered under various attributes, and thus requopdrators; and 24
mappings needed to be split and thus requirédperator. Some mappings required com-
binations of operators.

The overall performance of our tool in the cell-phone sales domain is reasonably
good and generally in line with our expectations. We could improve the outcome by tuning

the extraction ontology more carefully.
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Chapter 6

CONCLUSIONS AND FUTURE WORK

6.1 Conclusions

In this thesis, we designed and implemented a system which can automatically
locate HTML tables for a specified application domain and then extract information of
interest from the located tables by inferring mappings from source tables to a target schema.
We suggested a different approach to the problem of schema matching, one which may
work better for the heterogeneous HTML tables encountered on the Web. In essence, we
transformed the table location problem and the schema matching problem into an extraction
problem that provides information to distinguish tables from surrounding text and layout,
and to infer the semantic correspondence between a source table and a target schema. We
gave experimental evidence to show that our approach can be successful. In particular,
we tested two applications: car advertisements and cell-phone sales. We correctly located
90% of the tables (top-level and linked) in pages for these two applications. Then, from
the located tables we inferred 93% of the appropriate mappings with a precision of 96%
for our car-ads application and inferred 91% of the appropriate mappings with a precision

of 85% for our cell-phone application.

6.2 Future Work and Interesting Unresolved Table Problems

As a next step of the table location and understanding problem, we would like to
improve our approach and make it handle more cases such as some of the problems listed in
Appendix A. We also do not want to just focus on HTML tables. To locate and understand

tables in other formats is also an interesting problem.
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Tables also provide useful information for data frames. After we infer a mapping,
we know that all the data under one source attribute should map to one target object. There-
fore, we could update our ontology with values found in the source table.

Beyond table location and understanding, we recognize that many tables are behind
forms, in the so-called “hidden Web” [39, 49]. Thus, in order to arrive at much of the
data we can process with the system we have proposed in this paper, we need to access the
hidden Web. Once extracted, if the result is a table, we can use the techniques presented
here to extract the data into a target view. If the result is not a table, we can use techniques
developed previously [22] to extract the data. Further, we also plan to add our work to the

data-extraction work done previously [19].
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Appendix A

INTERESTING UNRESOLVED TABLES
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CARS FOR SALE

Search Results Exceeded Max ¢ 1 - 25 of first 500 cars Search Again p=p=

our inventory is updated daily in realtirme, so if you don't see exactly what yvou want, please check
back soon. Or tell the world about the vehicle you want by placing a Free Vehicle \Wanted ad.

Platinum Listings:

[ | 1993 Buick Lesabre Green - 880,000 miles- $500
PHOTO SELLER DESCRIPTION

A : Front end damage cars good for parts or repair { S00.00 to
Mo frnage Private Seller 1,000 In tepairs ) ... more

[] 19932 Buick Lasabler Green - 880,000 miles- $700
PHOTO SELLER DESCRIPTION

. ; front end damage about $200.00 -1,000 in parts
Mo frnage Private Seller SR

[ | 1994 Buick Regal Green - 134,108 miles- $2,210
.F'HCITCI SELLER DESCRIPTION

; This Regal Custam model vehicle has a 3.8 V-6 Multi-Pt Fuel
Mews Jersey State Injection and Automatic With Cverdrive. It includes Power
Auto Auction ‘Steering, Power Brakes, Power Door Locks, Power Windows,

Power Driver's Seat, AM/ .. more

Figure A.1: Table with Complicated Structure (Multiple Schemas and Long Factors) [51]
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Dodge Neon
Wi found 11 vehicles within 25 miles of 4604 that are hetween $0 and $999999
My Favorites Modify Search Criteria

Sort By: | Distance v &ID Page 1 of 2 PP
-mm

2003 Heon Heon 24 mi. 52,0235 mi. See Dealer
4 Cylinders - 4 Door - Automatic
2003 Heon Heon 24 mi. 0 mi. See Dealer
4 Cylinders - 4 Dooar - Automatic

® 2003 Heon Heon 24 mi. 6,793 mi. See Dealer
4 Cylinders - 4 Door - Automatic

® 2003 Heon Heon 24 mi. 15706 mi. See Dealer
4 Cylinders - 4 Dooar - Automatic

® 2003 Heon Heon 24 mi. 4 959 mi. See Dealer
4 Cylinders - 4 Door - Automatic

® 2003 Heon Heon 24 mi. 5,274 mi. See Dealer
4 Cylinders - 4 Door - Automatic

® 2003 Heon Heon 24 mi. G375 mi. See Dealer
4 Cylinders - 4 Door - Automatic

® 2003 Heon Heon 24 mi. 7 F13mi See Dealer
4 Cylinders - 4 Door - Automatic

% 2003 Heon Heon 24 mi. B, 380 mi. See Dealer
4 Cylinders - 4 Door - Automatic

® 2001 Heon Highline 24 mi. 35,143 mi. See Dealer

Figure A.2: Table with Complicated Structure (Each Record Takes Multiple Rows) [6]

) Distance )
¥ehicle To seller ¥ Mileage

NewfUsed Mew Ad

D 2000 Honda ACCORD COUPE $12,0900
PBE Post Used
Stock Phatao
D 2002 Honda ACCORD COUPE $18,904
PE Post Used

Stock I:'h ato

[ 2000 Honda ACCORD cOUPE $12,900 3
—

PE Post

Uszed
Stock Photo

Figure A.3: Table with Complicated Schema (Attributes Take Multiple Rows) [46]
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Search: Ford in UT

Ernail Motifier Found 16 Cars

’ Price a Mew One ] ’ Used Car Locatar ]
|

Ford Tempo 19584 104000 Salt Lake uT 300
Ford Mustang L 19588 77400 Cgden uT £1800
Ford Mustang 1966 -- Centerville T £15000

@ Ford British 1968 10000 Tooele uT £10000
Ford Mustang Convertible 1973 2178 St George uT £237E0
Ford Taurus 1993 169000 Draper uT £1500
Ford Escort GT 1991 106000 Provo T £3000
Fard TEMPO GL 1992 120000 SLC uT £2300
Ford Super Deluxe 1942 -- Sandy uT 21000
Ford Duluxe 1941 == Sandy T £2400
Fard Mustang 1997 65000 Salt Lake City T £9900
Ford Mustang Lx 1991 gz000 Salt Lake City uT £4z00
Ford Taurus 1998 60999 ogden T £10000
Ford Taurus 1998 70000 Ogden uT £10000
Ford Focus Z2TS 2001 22000 Draper T £12995
Fard ESCORT ZX2 1999 18100 Orem uT £10900

[ P I

Figure A.4: Table with Image Attributes [12]

¥ehicle:illsed 1998 FORD CONTOUR SE 52,562 Mi Ask Dealer
Color: MAROON

Engine: 4 CLY Trans: Autornatic Front Wheel Drive
¥ehicle Type: Car

Stock #: 9453

Vehicle: Used 1998 FORD F-150 4X4 SUPER CAB XLT 66,851 Mi  Ask Dealer
Color: WHITE

Engine: 4, 6L V2 Trans: Automatic 4 Wheel Drive

Vehicle Type: Truck

Stock #: 98649

Vehicle: Used 1998 FORD RANGER RC 4X4 XL 115,250 Mi Ask Dealer
Color: WHITE

Engine: 4CLY Trans: Manual 4 Wheel Drive

Vehicle Type: Truck

Stock #: 32948

Vehicle: Used 1998 FORD WINDSTAR GL 61,451 Mi  Ask Dealer
Color: MAROON

Engine: Y& Trans: Autornatic Front Wheel Drive

V¥ehicle Type: Minivan

Stock #: D84062

Vehicle: Used 2001 CHEVROLET CK2500 HD LS 39,332 Mi Ask Dealer
Color: WHITE

Engine: &.0 v Trans: Autornatic 4 Wheel Drive

¥ehicle Type: Truck

Stock #: 45484

Figure A.5: Tables in Table [8]
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Home > Used Cars » Advanced Search = Listings
Used Car Listings: Honda

We found 105 listings for Honda within 75 miles of ZIP Code 84047 |
Mew search | Advanced search | Recently Viewed Listings

Sort by: ﬁoose One ".| Search radius: |E| @ Preyvious | 1-30 of 105 | Next =
|_vear |Make/Model | Price | Mileage [ Seller/Distance |
Basic Listings &bout Prices
2003 Honda Accord EX, White. $22,495 22,132 Dealer - 2 Miles
2003 Honda Accord Coupe EX Auto, Silver. $24,200 Dealer - 4 Miles

2002 Honda Accord LY, Silver. %15,695 33,127 Dealer - 9 Miles
Tom, W WPE

- Sell your car FAST on CarsDirect! |--3

2002 Honda Civic LY, Green. %15,877 26,155 Dealer - 3 Miles
2002 Honda Civic LX, Black. %16,242 20,081 Dealer - 3 Miles
2002 Honda Civic 2 DDOR, Blue. $17,322 24,426 Dealer - 3 Miles
2002 Honda Civic 4dr Sedan LX Manual, Black. Dealer - 4 Miles
2002 Honda Civic 4dr Sedan L% Auto, Gold. Dealer - 4 Miles
2002 Honda Accord L¥, Blue. $19,199 Dealer - 4 Miles
2002 Honda CR-Y L¥, Bronze. %19,995 20,034 Dealer - 2 Miles

Figure A.6: Table with Irrelevant Images Inside [14]
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ﬁ= Phaoto et = Mew fAd
[Mext 25 Ads]

g 2000 Chevy Silverado £17,866.00

Year: 2000 Make: Chevy Model: Silverado
Ad #: 8996 City: Idaho Falls State: ID
Condition: Good

Distance: 222.5 miles

Posted: Aprl 25, 2003

Figure A.7: Each Record in the Top-Level Table Contains an Attribute-Value Table [1]
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763 Vehicle(s)

Click on link for price, wehicle details, photo, and quote.

P BUICK

Year/Makestodeal Cfferad By Colar *

2002 BEUICK CENTURY CU Runde Chewrolet |:|
K1 1333 BUICK CENTURY CU Runde Chewrolet .
K1 1332 BUICK CENTURY CU Runde Chewrolet |:|
I 2001 BUICK LESAERE CU Runde Chewrolet .
I 1957 BUICK LESAERE CU Runde Chevrolet .
Y 1990 BUICK LESAERE Runde Chewrolat |:|
K 1990 BUICK LESABRE CUSTOM ﬂIﬂﬂ] Runde Chewrolet |:|
K 1997 BUICK PARK AYEHUE Runde Chewrolet
K 2001 BUICK REGAL LS Runde Chewrolet |:|
K 2001 BUICK REGAL LE Runde Chewrolet |:|
K 2000 BUICK REGAL LS Runde Chewrolet |:|
K 1395 EUICK REGAL CUST Runde Chewrolet .
K 1335 BUICK REGAL GRAN Runde Chewrolet |:|

2002 EUICK REWDEZWOLUS Runde Chewrolet .
P CADILLAC

Tearftake/Model ffered By Color *
(A 1993 CADILLAC DEYILLE Runde Chewrolet |:|
*

_F'age 1 of 51 Mt Last |

Figure A.8: Top-Level Table with Image Colors [13]
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763 Vehicle(s)

Click on link for price, wehicle details, photo, and quote.

YeariMake/Model Offered By Colar *
2002 BUICK CENTURY Gl Runde Chevralet |:|
I 1993 BUICK CENTURY CU Runde Chewrolet .
I 1958 BUICK CENTURY CU Runde Chevralet |:|
™ =001 EUICK LESAERE CU Runde Chevralet .
I 1357 BUICK LESAERE CU Runde Chewrolet .
I 1950 BUICK LESAERE Runde Chevralet |:|
WY 1990 BUICK LESARRE cusToM  HIATALIH Runde Chevralet |:|

™ 1997 BUICK PARK AVENUE Runde Chewralet
W 2001 BUICK REGAL LS Runde Chevralet |:|
™ 2001 EUICK REGAL LS Runde Chevralet |:|
ﬂEDDD RIICK RFEAD 1S Eunde Chewralet |:|
2000 BUICK REGAL LS
s REETS hewrolat .
SSC Tilt Steering, Cruize, Autom atic
s BEE Trans., W6, P Windowes, P Lades, Aluminum hewralet |:|
Wheels, Stereo, Cassette, G0, P Steering, Keylass
200z Entry, Owerlrive hewralat .
YeariMake/Model Cffered By Colar *
M 1999 CADILLAC DEVILLE Runde Chevralet |:|
-+ e
Fage 1 of 51 Mt Last

Figure A.9: View Detailed Information by Moving a Mouse [13]
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/ Roadster

Year MakeiModel Color Mileage|Price
R

Baton Rouge LA

1905 Mercedes-Benz 230 5L |Metallic dark blue/Tan leather 19123 |%$1,000,000

Mew Yark City MY

1995 Mercedes-Benz C 1000 [silverfred leather 700 $E00 000

Franklin MC

1932 Cadillac Rumbleseat White $400 000

Solon OH

Figure A.10: Top-Level Table with Complicated Structure [16]

Pre-Owned Vehicle Inventory

Vehicle Make and Model m

1963

Corvette Split Window Coupe

1999

Toyota 4Runner SRS Sport Utility 4D

1997

Honda Civic L Sedan 4D

1997

Lexus ES 300 Sedan 4D

19949

Ford Crown Yictoria 4D

2000

Chevralet 2500 Pickup Heawvy Duty

2000

Chevrolet 1500 Silverado Pickup Short Bed

1999

GMC Suburban 1500 Spoart Utility

2000

Chevrolet 510 Pickup Extended Cab

Figure A.11: Top-Level Table with Only 2 Columns [4]
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AT&T Digital Advantage e s R e

ATET Shared Advantage Rate

BMonthly Service

Charge
Minutes Included 200 350 a00 800 1200 2000 3000
hﬁ;‘;ﬁsﬁﬁgﬁxﬂ 100 for life | 200 for life 200 for life 200 minutes per month for life
e Lt £0.40 F0 40 F0 35 035  F030 F0.30 F025
D"I]:w stic Wireless . i onwide Long Distance from the Home Calling Area included for life
ong Distance

Nationial Roaming $0.69 per minute, long distance charges may apply
(T I UNLIMITED Night & Weekend Minutes for life!

Weelends
Moplle-to Abbile 1 ATST Wireless Mobile-to-Mobile Minutes
uies
Caller ID, Woicemail with Message Waiting Indicator, Call Waiting, Call Forwrarding, 3-Wazy
Included Features Conference Calling, Text Messaging and Detailed Billing
Activation Fee 536 for 1 Year contract, $10 for 2 Year contract

Figure A.12: Top-Level Table with Complicated Structure [10]

[itcxithlyr Bevdcs Chatge $25.59 $35.59 $49.50 $i65.99 $95.59 14909

Digital Multi-Network Fhone Airtime Minutes Included p to 200 p to 350 Tp to 500 Up to 200 Tp to 1200 Tp To 2000

[ e $0.40 $0.40 $035 $035 $0.30 $0.30

[per mirnte | ) | )

(LTS e AR s T DSt | $0.20 per Mmutg*"‘

Roarning [ $0.69min

i S00fmmo for just $4.99,

PG e Packighe or 10000 for just $9.99

Enjoy no dotmestic long distance on calls made frora your horne calling area

il i | Nt 10 angrwhers in the 50 Urited States for just $4.90a0.

AT&T Digital Advantage

!Mmhi *Bskor T [ e et oSt . ;,P D
iammr:_ _ QuIpAHO 'Eﬁp Dhprandi ol P
. = WYOMING
L . ; thnder e
3 i f abtontpalior Toreingsan
: 2 }l@ﬂ Grgen Rever aRawiine *Cering
m Larymics Cheyonne NE
WMHE e oo Lméwl Crajg thtgl'ﬁs .hh,‘!
% “gho NEVADA 5 :i“”' i ?3@3-
" | wFallan
[ f{:ym City Lo i Gmnd]ul mﬁ{ ‘ b Buslirfton
’G}M"‘ = sawihorng Richinid 0 mﬂw mdosprmss
Gedr Cley COLORADO LB
wBiandi
"’!%mm,d sty sumGuogs UTAH 70 e <

Home Service Area {~#Fremo T P ks shamingen .Tm'“""" Sl
dA L I‘j-!"hn NIA ,‘;

m““"AaazONAO""" s B )
_: ‘u tBahe field - .lég‘ W wGallp Nnan.lz

o Gaspar Chadran

\;\nnnmm ]

o G ®Albuguergue
&
:‘np e erd NEV;OQEXICO.MW
--"—:::_—'

Z 'ePhoenix Lubbnckov—
gondide. 1 g@n Grands  Siver City Aaswdll
% \BGEUCW“ i
OCEAN ey wEl Paso »
@A MEXICO Nw',l, asicera¥ise Pecase OU58

Figure A.13: Top-Level Table with Complicated Structure and Image [47]
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Bob Anderson Ford 1-29 & Hwy 30,Missouri Valley, IA 712-642-2728

Internet Consultant: Jeff Klein Website: www.bobandersonford com

Used 1998 FORD CONTQUR SE

INTERNET PRILCE: Ask STOCK #: 9453
Dealer

LIST PRICE: $6,905.00 |ENGINE: 4 CLY

TRANSMISSION: Automatic Front Wheel Drive |
MILEAGE: 52562 '
COLOR: MARODON

INTERIOR COLOR: GRAY

VIN #: 1FAFP6636WK309453 |

COMMENTS:
Bkt

I WOULD LIKE MORE INFORMATION

Thiz paquast vwill be emailed and faxed

te the dealar immadiztely!

NAME:
® Air Conditioning ® Floormats | |
e Tilt Wheel ® Bucket Seats
PHOME:
* Automatic 0O/D * Four Doors | |
®» Front Disc Brakes * Center Armrest
EMAIL:
* Front Wheel Drive * Carpet | |
#* Dual Airbags * Cloth Seats
THE IMFORMATION I WOULD LIKE IS...
* Maplights ® Cruise Control
*  Intermittent Wipers * Alloy Wheels
* Povrer Mirrors & Power Windows
* AM/FM Cassette * Rear Defrost

Figure A.14: Complicated Attribute-Value-Pair Table in a Linked Page [8]
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Figure A.15: Non-fixed Positions of Attribute and Value in Attribute-Value-Pair Table in

Linked Pages [44]

Vehicle Details

Mileage 95,800
Interior Tan

4 Door

& Cylinder Engine
Auto Transmission

Fitted Options
4'Whee| Drive
B Air Conditioning
AllayWheels
AR Radio

¥ Anti-lock Brakes
Bench Seats
Bucket Seats
ACTUAL FHOTOE) Cassefte
Cruise Contral
E Power Locks
Power Windows
Quad Seating
[ Rear Alr Conditioning
TiltWheel

Location

PRICE -
utah - WQUESY =
a4501 Find this vehicles location

Vehicle Check
VIN# 1FMDA4TH0SZA497 30

CARFAFIRECARFAR
FREE EREE

Lemon Check® Record Check™

Insurance

Finance

FREE Loan Guote

Geta FREE Guote for a loan on
thiz Ford Aerastar. It anly takes 2
minutes and there's absolutely no
ahligation.

FREE Insurance Guote
Get a FREE Quaote for
insurance on this Ford
Aerostar. We find you
the hest deall

RACIME, Wisconsin
Mileage - 71000

Color - SILVER
Transmission - Manual

1980 Mazda RX-7 - $3,000
rotary, mags on wheels, 5-speed, afc, runs great no rust - 262-758-0442

Cruise Control air Bag
Cassette W AC
[ aln] Alarm

Pwr Steering
Pwr Locks
Pwr Windows

Figure A.16: List with Checked Marks [36]
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