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I
Introduction

Millions of people want geological information [FSO20].  A large amount of this information exists in microfilm tables.  Yet, this wealth of information is nearly inaccessible because extracting and organizing it by hand is slow, error prone and tedious.  Presently, it is only available by monotonous, individual explorations.  Individuals that do not live near microfilm libraries must order microfilm in large rolls.  This costs them a significant amount of both time and money.  Imagine the ability to search thousands of microfilm documents quickly and from any computer.  Algorithms are needed that can automatically extract the structure and content of these tabular documents. 

The automatic recognition of table structure is difficult for three reasons.  First, tables have many different layouts and styles [Lop00].  Even tables representing the same information can be arranged in various layouts of columns and rows.  In addition, many documents repeat the same table several times.  Second, tables factor data items in different ways.  In many cases, factoring must be inferred from the layout and frequency of the data items in the table.   Third, often microfilm tables lack information or are ambiguous.  These situations require that automated data extraction algorithms make decisions based on what is most likely. 

Present table recognition research focuses on modeling the geometry of tabular documents.  The current techniques for identifying tabular structure include template matching [Hur97], regular expression creation [Lcc99], statistical modeling [Bru97] [Bru98] and grammar matching [Gre95].  These techniques have been applied to both printed text tables [Lcc99] and images containing tables [Hur97] [Has98].  While all these research efforts exploit the geometric properties of tables, they ignore the constraints of the data presented in the tables.  An ontology can describe the relationships and constraints between data objects [Emb98].  Research is needed to explore the combination of geometric and ontological evidence to identify table structure.  

Research is currently underway to identify and zone the cells that make up tables found in microfilm [Nie01].  Cells are the individual blocks that make up a table.  These raw cells can be stored in an XML document representing the table on the microfilm [Xml].  The attributes stored for each cell in the XML file include the coordinates of each cell, whether or not each cell is empty, and the ASCII for each cell that contains printed text.  This information can be processed to determine the structure of the table and the records it contains. Other research is exploring the ability to transmit pieces of microfilm images across the Internet at various resolutions [Ken01].  Once a table’s structure is known, queries about the microfilm table can be answered by transmitting only relevant parts of the original microfilm image.

II
Thesis Statement

This thesis proposes research to develop an algorithmic process to identify automatically the record structure from the extracted cells of genealogical, microfilm tables using both geometric and ontological evidence.  
III
Methods

The algorithmic process is composed of three steps.  First, collect evidence from the cells described in an input XML file using knowledge of table structure and a genealogical ontology.  Second, apply correlation rules to update the collected evidence.  Third, verify and store the resulting records.

The algorithmic process accepts raw data previously collected from zoned microfilm images.  It receives this data as an XML input file that describes the coordinates of each table cell, the machine printed text in each cell, if any, and whether or not each table cell is empty.  Table cells containing machine printed text are either row or column headers, called label cells. Nonempty table cells, without machine printed text, are values within rows or columns, called value cells.  The set of all table cells, C, consists of the set of all label cells, L, the set of all value cells, V, and the set of all empty cells, E.  We construct a genealogical ontology, O, to describe the relationships between genealogical data objects.  The set O contains all the object sets in the ontology. 

Collect Evidence

Let D = C ( O.  An evidence matrix, M, is a two-dimensional matrix that relates F ⊆ D in the first dimension to S ⊆ D in the second dimension.  The value at position Mij is a real number between one and zero that represents the confidence of a relationship between an element fi in F and an element sj in S.  A confidence value of zero indicates that the relationship is inappropriate, while a confidence value of one indicates that the relationship is certain.  We generate confidence values by measuring features about the table cells and object sets in D that support or refute the existence of the relationship expressed by M.  

We discover the geometric structure of a table using evidence matrices to represent the relationships between its cells.  For example, we model the relationship that every value cell is associated with one label cell using an evidence matrix M.  In this case, M is a two-dimensional matrix with a set containing all of a table’s label cells, L, in one dimension, and a set containing all of a table’s value cells, V, in the second dimension.  We populate the evidence matrix by extracting features about the table cells listed in an XML input file.  For instance, to support the relationship that a value cell is associated with a label cell we can measure the distance between the centers of both cells.

For this research, we create five evidence matrices.  The first matrix, LV, relates a table’s label cells, L, to its values cells, V.  We generate LV to determine whether or not a value cell falls within the row or column headed by a label cell.  The second matrix, LL, relates the label cells, L, in the table to other label cells, L.  This matrix identifies label cells that are not associated with values but that aggregate other label cells.  The third matrix, VV, relates value cells, V, to other value cells, V.  We create VV to discover how likely value cells are in the same row or column with other values cells.  The fourth matrix, LO, matches a table’s label cells, L, with the object sets in the genealogical ontology.  The matrix LO allows the algorithm to identify the records contained in the table.  The fifth matrix, FM, describes how confidently a label cell, li in L, factors the other label cells, L, in a table.  This matrix is called the factoring matrix.

Apply Correlation Rules

A correlation rule is an expression for updating the values of one evidence matrix using the values of another evidence matrix.  Since each matrix is created and populated independently, the algorithm uses the values from one matrix to support or refute the confidence values in another matrix.
The algorithm applies a set of correlation rules to update and improve the five previously populated evidence matrices.  For example, value zones that are related with a VV confidence value near one are likely to occur in the same row or column.  Value zones in the same row or column should likely be associated with the same label cell, described in LV.  To favor this assumption, we can create a correlation rule that modifies the confidence values of LV to promote the association of similar value cell pairs in VV with the same label cell. The algorithm repeatedly applies the set of correlation rules until the number of iteration surpasses a maximum threshold or after the maximum change made to any matrix is smaller than an empirically defined threshold.  

The algorithm updates the factoring matrix, FM, using a genealogical ontology, O, instead of using confidence values from other matrices.  We construct the genealogical ontology to describe the relationships between objects such as Name, Age, and Location.  An expected cardinality ratio, Oij, exists for each pair of objects oi and oj in O.  For example, the cardinality ratio between the object set Name and Location could be equal to one third; meaning that if both Name and Location exist in a table, there should be approximately one Location for every three Names.  The algorithm updates the factoring matrix, MF, using the following rule: FMij = FMij * [1 - | Oij – Ni/Nj| + C].  The term Ni indicates the number of value cells associated with the label cell, li in L. The algorithm calculates the value Ni for a label cell, li in L, by counting the value cells associated with li in matrix LV. This update rule compares the expected cardinality ratio for a pair of label cells, Oij with the observed cardinality ratio, Ni/Nj, and updates the respective value in MF.

Verify and Store

The algorithm produces a score representing the confidence of the extracted structure for a table.  The algorithm extracts three types of structure.  First, the algorithm associates value cells with label cells.  Second, the algorithm matches the label cells to object sets in the genealogical ontology.  Third, the algorithm identifies the record boundaries by observing the factoring hierarchy of the label cells.  The algorithm calculates the overall confidence score for a table by taking the product of the confidences assigned to each of the three parts.  In addition, the structure will be presented to a human user for verification.  

     Once verified, the algorithm uses the table’s structure and mapping to the ontology to create SQL insert statements that store the table’s records in a database.  For each record field, the algorithm stores the coordinates of the cell that contains the handwritten data in the original microfilm table.  Later, the handwritten values can be extracted and added to the database records.

Measurements


We use a set of five real-world, genealogical tables to create and refine the set of extracted features, the set correlation rules, and the cardinality values for the ontology.  We measure the success of the research by observing the precision, recall, and accuracy of the algorithm on an additional 15 real-world, genealogical tables.  We measure the precision by dividing the number of correctly populated database fields by the total number of database fields populated.  We measure the recall by dividing the number of populated database fields divided by the number of value cells that should be extracted with respect to the ontology.  We then calculate the accuracy using the formula: 2 / ((1 / precision) + (1 / recall)) [Bae99].  In addition, we compare the overall score generated by the algorithm to the calculated precision.

IV 
Contribution to Computer Science

This research makes two contributes to the field of computer science.  First, it adds to the current techniques of table recognition by exploiting both constraints of an ontology and tabular geometry.  Second, this research presents an original technique for combining extracted features using correlation rules. 

V 
Delimitations of the Thesis

This research will not attempt to do the following:

· Study tables that exhibit forms other than rows or columns that are described by one label relating to zero or more values. 

· Explore other domains that extend beyond genealogical microfilm tables.

· Investigate documents that extend to languages other than English.

· Work with tables that span multiple documents or work with multiple tables simultaneously.

VI
Thesis Outline

1. Introduction and Related Work (3 pages)

2. Input Resources (4 pages)

2.1 XML Input File

2.2 Ontology Input File

3. Methodology (20 pages)


3.1 Process Architecture


3.2 Feature Extraction  

 
3.3 Correlation Rules


3.4 Verification

3.5 Record Storage


3.6 User-Interface

4. Experimental Results, and Analysis (10 pages)

5. Conclusions, Limitations, and Future Work (4 pages)

VII
Thesis Schedule

A schedule of this thesis is as follows:


Literature Search and Reading 
January – August 2001


Chapters: 1- 6



September – November 2001


Thesis Revision and Defense
            December 2001
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